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CALL TO SESSION

Dr. Arthur McCoubrey
National Bureau of Standards

DR. MCCOUBREY: I am Art McCoubrey. I am the Chairman of the Technical
Program Committee of PTTI, this year. It is my duty to call to session
this meeting of PTTI. So it is my pleasure to call to order this meeting
of the 1llth Annual PTTI. And having done that, I am going to introduce

to you the General Chairman of PTTI. He is head of the Space Applications
Branch of NRL, Roger Easton.

DR. EASTON: Thank you Arthur. Now for welcoming remarks, we will hear

from the Acting Director of the Goddard Space Flight Center, Mr. Robert
Smylie.







WELCOME ADDRESS

Mr. Robert Smylie
Acting Director of the
Goddard Space Flight Center

On behalf of the Goddard Space Flight Center, I would like to welcome
all of the delegates here and the people coming to this conference to
the Center. I understand that this is the 1lth such conference that

has been held on this subject, although the name has changed a little
bit over the years for various reasons. It is a very important activity
to the Goddard Space Flight Center because of the work that we are
engaged in and the need for increased capability in the area of precise
time and time interval. I was glad to see that the speaker called it
"PTTI" because it is really a mouthful to say that whole acronym out all
at once. .

One of the things that happens when you come here and invite me to speak
is that you get a few words about the Goddard Space Flight Center because
it has been my view that people coming from around the world and around
the country get stuck in an auditorium or a conference room somewhere
for several days and go away and say that they have been to the Goddard
Space Flight Center but they really don't know anything about the place
except what they saw as they walked across the campus and into the
auditorium. So I would like to spend just a couple of minutes telling
you what Goddard is and what we do and why it is that the kinds of
things you consider here over the next three days are important to us.
And I think that if you can find the time and want to get around the
Center and see some of the things going on here that there may be ways
that we could arrange to do that.






OPENING COMMENTS

Rear Admiral Henry D. Arnold
Vice Commander
Naval Electronic Systems Command

INTRODUCTION BY DR. EASTON

Admiral Arnold is a native of Tulsa, Oklahoma. He graduated from
the Naval Academy in June, 1950, which put him just beyond where he
would not have been in the academy when President Carter was there. He
has served in numerous Naval assignments. He is a Naval aviator. He
saw service in Korea. He was Commander of Air Wing 11, Executive
Assistant to the Assistant Secretary of the Navy for R&D, Commanding
Officer of the Naval Air Station at Whidbey Island, Commander, 13th
Naval District, and Director, Tactical Air Surface and Electronic War-
fare Development. He was Commander, Medium Attack Tactical Electronic
Warfare Wing.

His decorations include the Silver Star, the Legion of Merit, Distin-
guished Flying Cross, Bronze Star, Air Medals, Presidential Unit Cita-
tion, Navy Unit Commendation, and the Navy Commendation Medal.

It is a great pleasure to introduce Rear Admiral Duff Arnold.
ADMIRAL ARNOLD:

Well I don't know about that introduction where being in the class of
'50 relative to Jimmy Carter stands in my repertoire there, but I would
like to welcome you to this PTTI Conference and let you know that we in
NAVELEX are very happy to be co-sponsors of this kind of a gathering,
Certainly my recent experience goes a long way in heartily endorsing the
theme of this conference. That is, let's think about the user when we
start putting these devices together. I know in this very exotic age
of electronic capability, digital computations and measurements devices
that we are able to very precisely come up with what is going on and
keep track of things. Based upon my experience as an A-4 driver, I
used to believe that you knew what time it was and you knew where you
were and everything was in order - you were going to be able to get to
the target in good shape. If either one of those things were getting
out of synch though, the probability of hitting your CEP was very poor.
We have come a long way since the old seat of the pants flying by map
in those days, but this morning, I toured most of this part of Maryland
trying to find the Goddard Space Lab based upon the map that I had., I



I am still not a very good navigator, I guess. I did know what time it
was though and I arranged to be here on time. That was a positive re~
sult.

I would like to re-echo though that the user is the important person on
the military side. We have got to think about the user when we put black
boxes together. When they get out in the fleet and have to go through
the rigors of the operational environment, they must stand up, be main-
tainable and be available when time and time interval are needed.

You may recall Gordon Smith being here last year kicking this thing off
and I would like to bring you the latest chapter in the saga of Mr.
Clock, who you all know and remember was the cesium clock that we had
to get first-class transportation for on the airlines because that was
the only place that adequate power was available for this long, around
the world junket he was making to calibrate our VERDIN System.

Well, the latest is, that one year later Mr. Clock has had a very healthy
trip. He has made it all the way around, drinking electrons all the way
while his partner has been having martinis for two.

Again, I hope you have a very fruitful meeting. I noticed some very
interesting subjects on the agenda. 1 am sorry that I can't spend the
time out here to be with you for the entire meeting, but again let me
say that NAVELEX is happy to be able to sponsor this kind of a get-
together. It is at this kind of a get-together where coordination and
cooperation can occur that we discover a multiplying effect which is
far-reaching and will enhance our posture as time goes on.

Thank you vefy much. Have a very good meeting.



OPENING COMMENTS
Captain Raymond A. Vohden

Superintendent, U. S. Naval Observatory

CAPT VOHDEN: Mr. Chairman, Ladies and Gentlemen: Although time is
fabricated at the U. S. Naval Observatory, I have not yet been provided
with enough of it in my first two months as Superintendent. As a
result, I stand here before you knowing very little about the subject
you are about to discuss. But one thing I have learned already:

Dr. Winkler has told me that because our time is precise time, there
are precisely 5,529,600 precise seconds in 64 days, and he just

cannot provide any more for me. If it had been January now, he

would have given me one extra second on December 31-- the leap second.
Now 5 1/2 million seconds seem a lot to any layman like me. TImagine
my consternation when I found that Dr. Winkler counts time in nano-
seconds, and that I have already used up 5 1/2 times 1012 or 5 1/2
kilo-tera-nanoseconds. A frightening thought!

A famous astronomer, Ejnar Hertzsprung, once said: "We don't know

what data astronomers want in the next twenty years, but we are sure
that they want it with much greater accuracy." While this quote
addressed astronomers' needs, it could equally well refer to the

DoD. Requirements for precise time in some current applications or

in systems now in the definition stage quote precision of 5 to 10
nanoseconds. The best portable clock trips occasionally reach that
precision, but the platform clock that was synchronized with the Naval
Observatory Master Clock this way will not retain its synchronization
very long. Consequently, as DoD manager of PTTI, the Observatory is
continuously looking for means to improve time transfer and make

the U. S. Master Clock more accurate and conveniently available. The
GPS time will be directly traceable to the Naval Observatory, so that
in another five years we might expect 10 nanosecond precision anywhere
around the globe-- provided timing capability is available in the GPS
receivers or special time receivers, such as the one now undergoing
acceptance testing by the Naval Observatory.

But with the famous astronomer, 'we are sure that DoD-- and others—-
will want time with much greater accuracy" in the future. Perhaps
we don't know why they might want it, but time transfer capability
of 1 nanosecond or better is a requirement we can be almost sure
will be with us in the late eighties or early nineties—- and perhaps
earlier. This is a challenge for the Naval Observatory. On the one
hand, there is no platform requirement now, while on the other hand
it will take many years to develop such a capability. Moreover, as
we have found all too often, the user simply assumes that the Naval
Observatory can provide whatever accuracy is needed. And although

I came to the observatory with an exalted view of the capabilities
of the staff, I have come to realize that Dr. Winkler is actually a



human being just like you and me, who needs lead-time in order to
be there when he is needed.

It is for these reasons that the U. S. Naval Observatory is attempting
to obtain funding for experiments in Laser time transfer via satellite
(the highest precision technology in existence and in principle), for
very-long-baseline interferometry, and for highest precision time-—
keeping in general.

Upgrading of the master clock is in progress. We hope in five
years to be able to guarantee 1 nanosecond real-time precision, a
first step toward the sub-nanosecond master clock we expect will be
required in the nineties.

But enough about plans. The Annual PTTI Applications and Planning
Meeting, has, I understand, become an important forum for the PTTI
community to look at the state of the art, to elaborate needs, and

to look into the future. I have noted many papers on time transfer
in this meeting starting today. Navigation is rapidly becoming again
a time-ordered discipline, requiring a world-wide synchronized

time distribution system.

In wishing you a successful meeting, may I express confidence that
out of meetings such as this one may grow a collaboration which
avoids, after initial experimentation, the danger of a multitude of
competing systems, to the detriment both of the user and the
taxpayer.

May the next 58 tera-nanoseconds (= 16 hours of talks) be a success!

Thank you.



SESSION I

PTTI REQUIREMENTS, APPLICATIONS AND PLANS

Dr. Gernot M. R, Winkler, Chairman
Naval Observatory






THE JOINT TACTICAL INFORMATION DISTRIBUTION
SYSTEM — DESCRIPTION OF SYSTEMS OPERATION
AND TIMING REQUIREMENTS

J. Sonsini
Electronics Systems Division

Hanscom Air Force Base, Massachusetts

(PAPER NOT AVAILABLE FOR PUBLICATION)
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QUESTIONS AND ANSWERS

QUESTION:

How do you protect from inputs from two different master terminals?

MR. SONSINI:

There is only one master terminal per network. We use one master
terminal and if that one goes out then the next higher order of
hierarchy would take over the master function. If more than one
took over then the first time that the second terminal that took
over heard the first one transmitting, he would immediately go
back to a non-master mode. So within line of sight there would
only be one master terminal.

DR. STOVER:

ml

DR.

MR.

DR.

What if you would move from one network to another? For example,
what if one aircraft would move from one network to the next net-
work and if the two networks weren't alike that could create a
problem. You didn't mention anything about trying to tie your
network to Observatory time.

SONSINI:

 Currently, that would be a problem. Two non-interlinked networks

would not be synchronized and a plane flying from one network to
the other would have to resynchronize in the second network. That
is why I mentioned both tying JTIDS in with the GPS or the contin-
uous clock for all terminals which would maintain prime synchro-
nization as an absolute time quality.

WINKLER:

You mentioned frequency hopping in that frequency range, in UHF.
Is that done phase coherenly or is coherence lost?

SONSINI:

I think you lost me.

WINKLER:

Well, when you hop frequency, you can do it in two ways. You can
modulate your carrier frequency generator, and if you do that,
then phase coherence will be maintained. Or, you can switch be-
tween different oscillators and then they may not necessarily be
phase coherent.

12



MR, SONSINI:

It is a single oscillator, a large termination of local oscillators
and mixers and the same local oscillators are used for all fre-
quencies.

13







SUGGESTED ATTRIBUTES FOR TIMING IN A DIGITAL DCS

Harris A. Stover
Defense Communications Engineering Center
1860 Wiehle Avenue
Reston, Virginia 22090
Telephone: (703) 437-2316

ABSTRACT

Sometime in the future, the Defense Communications System
(DCS) will predominately employ digital techniques. To be
effective, such a system, which employs time division multi-
plexing of digital signals, must include a system timing
capability. This follows because the time relationship of
each particular pulse to the other pulses in the same
sequential stream is fundamental to interpreting the infor-
mation contained in each pulse. This time relationship
determines the assignment of a particular bit to a particular
use and a particular meaning. The loss of proper timing can
cause all received information to be meaningless--a totally
unacceptable condition. Thus, timing is a function of major
importance in a digital military communications system
(particularly if encrypted). Fortunately, correct timing is
not difficult to achieve in a simple point-to-point digital
communications system, and many approaches can provide at
least a minimal timing capability in even the most complex
digital communications systems. However, some of these
approaches are unacceptable for the DCS, and the remainin
ones have various degrees of acceptability. :

To determine the value and effectiveness of the different
approaches in satisfying the needs of the DCS, a set of
desired attributes is needed against which they can be
evaluated. This paper presents a set of suggested attributes
for a timing capability for the DCS which must be capable of
supporting full-scale warfare in addition to peacetime needs.
Reasons for each attribute are given.

INTRODUCTION

Although this paper which is devoted to needed characteristics for a
particular application of timing technology might seem a little out
of place among the many technical papers presented here, this is a
“Planning and Applications" meeting, and this paper is intended to
call attention to some important applications considerations for

15



timing* capability needed by a digital Defense Communications System
(DCS). Requisites of a specific application are often equally as
important as technical items and sometimes more so. For good planning,
both technical factors and their specific application must be con-
sidered in determining a course of action. In previous annual
meetings, technical possibilities for synchronizing a digital DCS have
been discussed, so that it should be understood that providing the
attributes suggested in this paper for timing in a digital DCS
-[1,2,3,4] is technically and economically practical. However, the
requisites of the specific application probably have not been
adequately considered in those previous papers. In particular, they
did not demonstrate an adequate appreciation for the differences
between the needs of peacetime civilian digital communications net-
works and worldwide military networks, such as the DCS, which are
needed for support of any full-scale war. The suggested attributes
presented here for timing in a digital DCS are offered for consider-
ation as fundamental needs for such a system. It is believed that as
new equipments are developed and procured, with proper planning these
attributes can be provided quite economically and numerous problems
avoided.

BACKGROUND

It is generally accepted that for the types of communications

provided by the DCS, the advantages of digital systems over analog
systems are almost overwhelming [[5]. Therefore, it is expected that
sometime in the future, the DCS will predominately employ digital
techniques. Such a digital communications system requires a timing
(synchronization) function in order to be effective. The time
relationship of each particular pulse to other pulses in the same
sequential stream is fundamental to interpreting the information
contained in the pulses. If time division multiplexing is used, this
time relationship determines to whom the information belongs and also -
what it means; i.e., particular time slots are assigned for particular
purposes.

* Note: The word timing is used here in the general sense which
includes synchronizing as a special case. It implies a wide varijety
of related meanings including: (a) scheduling; (b) making coincident
in time or causing to occur in unison; (c) setting the tempo or
regulating the speed; (d) ascertaining the length of time or period
during which an action, process, condition or the like continues; (e)
causing an action to occur at a desired instant relative to some
‘other action or event; (f) producing a desired relative motion
between objects; (g) causing to occur after a particular time delay;
or (h) determining the moment of an event.

16



In analog communications systems, noise or small errors in either
signal amplitude or frequency can cause undesirable but usually
acceptable signal degradation, and the same can be said for isolated
errors in a digital communications system. However, the loss of
proper timing in a digital system can be catastrophic, causing all
received information to be meaningless -- a totally unacceptable
situation. This characteristic makes the timing/synchronization
function one of the most important functions in a digital communi-
cations system. Fortunately, correct timing is not difficult to
achieve in a simple point-to-point communications system, and there
are many different approaches that can provide at least a minimal
timing capability for even the most complex digital communications
systems [1,2]. However, some of these approaches are unacceptable for
application in the DCS and those remaining have various degrees of
desirability. A set of desired attributes is needed against which the
different approaches to timing can be evaluated. This paper offers

a suggested set of such attributes and explains their importance to
the DCS.

One of the most fundamental changes that is going on in the DoD
community is the change in perception of the DCS from that of a
peacetime system to a communications system capable of supporting full-
scale war [5]. In developing desired attributes for the timing/
synchronization of a digital DCS, is is assumed that the DCS will not
only transition from analog to digital, but also to a network capable
of supporting full-scale war. The major difference between a
communications system designed for peacetime and one designed for
wartime is the need for survivability of sufficient communications
capability to make our military forces effective. Survival of the
timing function in a digital communications network is essential to
survival of the communications function. It can also be highly
desirable to have an acceptable timing capability available even when
the communications function is not available. One reason is that the
timing function can be useful for establishing or reestablishing the
communications function. For example, the length of time required

to acquire synchronization of a spread spectrum signal that is being
Jammed, depends on the size of the search window. An. acquisition
search window of a few milliseconds might require a thousand times
longer to acquire synchronization than a window of only a few micro-
seconds. This capability (accuracy of a few microseconds) is already
used in the DSCS to permit the acquisition of spread spectrum signals
within a reasonable period of time in a Jjamming environment.

In the past, problems have occurred in the timing relationship

between different digital communications networks that were. not
originally engineered to communicate with one another. In some cases,
these problems were overcome by the addition of variable storage
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buffers and adequate clocks to control them, while in other cases
modification of equipments might also be required. Even after these
corrective measures, it might sometimes be necessary to interrupt
traffic to reset the variable storage buffers. It is not always
possible, at the time of equipment development, to predict just what
system interfaces will be required during the lifetime of an equipment.
Therefore, design of the equipment to meet a minimum timing compati-
bility standard is highly desirable for avoiding future problems. Such
a timing compatibility standard should be developed to follow a well-
developed DCS timing plan. This DCS timing plan should satisfy a set
of desired DCS timing system attributes such as those presented and
discussed in this paper.

DESIRED TIMING SYSTEM ATTRIBUTES

In this section, a set of suggested timing system attributes for a
digital DCS are presented, following which the importance of each
attribute is discussed. Parts of the discussion of some of the
attributes presented early on will also apply to attributes that
follow. This is particularly true of the discussion of the first
attribute.

Time and frequency reference information utilized in_applicable
Federal Government telecommunications facilities and systems shall be
referenced to (known in_terms of) the existing standards of time and
frequency maintained by the U.S. Naval Observatory, UTC (USNO), or
the National Bureau of Standards, UTC (NBS).

Discussion: This is'a direct quote from FED-STD-1002, and it is

DoD policy to comply with Federal Standards. However, different
people have chosen to interpret this standard in different ways. The
following discussion will illustrate the need for using a standard
timing reference and should help to bring out a desirable
interpretation of the first attribute as applied to a digital DCS.

Can you imagine trying to make connection at a busy airport, such as
Chicago's O'Hare, if each airline used only its own clocks, and clock
time for each airline was different from that of the other airlines?
At the least, it would cause considerable unnecessary inconvenience.
A century ago, that was the situation that existed in some large
railroad stations. You could set your pocket watch to any one of a
number of clocks on the station wall, each indicating the official
time for its associated railroad line. Problems with this are
obvious, but the railroads were heavily criticized when they adopted
a standard railroad time in 1883. Standard time slowly gained
popularity, and in 1918 congress passed the Standard Time Act. The
advantage of standard time for planning interconnecting flights when
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using modern air travel is quite obvious. Crossing time zones can
cause problems to travelers in keeping track of which time zone applies
to their present location. These time zone problems are sometimes
alleviated for both travelers and long distance electromagnetic
communications by using a worldwide time standard such as coordinated
universal time (UTC). '

The problems of scheduling the transfer of bits of information from
one transmission link to another, where each bit must be made to
coincide with its assigned time slot, are somewhat similar to those
of transferring passengers from one airline to another. Each is made
simpler by well planned and well maintained traffic schedules.
However, a major node of the digital communications network will
typically handle many millions of bits each second, and the bits travel
between nodes at speeds up to 186,000 miles per second (3 x10 Exp

8 m/s). As with the passenger trains, although it is not necessary
that all clocks read the same (bits can be stored in buffers just as
passengers can be stored in depots), it is obviously highly desirable;
and whereas tolerances of a few minutes were acceptable for the rail-
roads, tolerances of a few microseconds are desirable for a high
capacity digital communications network. Corrective action for an
information bit that misses its assigned time slot might be even more
difficult than corrective action for a passenger who misses an
assigned aircraft flight. Unlike the airline passenger, a single
communications bit that misses its time slot assignment is likely to
cause those that follow to miss theirs also.

Whenever a new communications system is planned, the system planners
seem to quickly arrive at the conclusion that it is only important to
provide synchronism within their own system -- that they don't have
to worry about other systems that are being planned. Doesn't that
sound Tike those old railroads where each had its own time? Like the
railroads, each can be made to work, but also 1ike the railroads,
taken together they present problems that can easily be avoided by
using a standard time system.

In the past, this country's largest telephone company has provided for
its own digital synchronization needs as it saw those needs, and
interfacing companies had to accept timing from that company.
Although that policy has not changed, present planning is to
eventually reference that company's atomic clocks to the National
Bureau of Standards. What is wrong with an approach where one
telephone company provides a timing reference for all of the others?
First, there are two U.S. Government organizations charged with
keeping standards of time and frequency - the National Bureau of
Standards and the Naval Observatory. Master clock time at each of
these organizations is in close agreement with Coordinated Universal
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Time as determined by the Bureau International de 1'Heure, to which
both of these U.S. Government organizations contribute timing
information. Second, although smaller U.S. telephone companies might
be willing to accept their timing reference from the largest U.S.
telephone company, the 1ikelihood of this occurring internationally is
much smaller -- an international time standard should be used. Third,
as now being implemented by the telephone company, their synchron-
jzation system permits time delays to accumulate as the timing
information is passed through the system, and in some cases ‘individual
Tocal clock errors also can accumulate through Tong tandem connections.
This means that clocks in different parts of the network have some-
what different time (or phase), although clocks at adjacent nodes are
within acceptable (bufferable) tolerances. Although this is quite
satisfactory for civilian digital communications, it is quite Tikely
that it could not be tolerated by some future military systems. The
functional division between digital communications and computation by
digital computer is becoming less distinct, as well as that between
communications and navigation or position location. For these
relationships to be mutually beneficial, all should be based on :
common time standards. From a wide variety of viewpoints, the digital
networks of the DCS should fully comply with a restrictive inter-
pretation of FED-STD-1002.

Timing tolerances (clock errors) at major nodes of digital DCS net-
works should be specified in time or continuous phase (not modulo
360 deqgrees) rather than frequency.

Discussion: Relating this to the previous example of making
connections between flights at busy airports, it is not enough to
have the clocks for all airlines running at the same rate, but they
should also indicate nearly the same time. In digital communications,
the timing/synchronization system is used for assigning individual
communications pulses to specific time slots. For this to be
effective, tolerances should be established on the Tocation (in time
or phase) of the time slot and also on the arrival time (or phase) of
the assigned pulse. Received bits should be retimed by temporarily
storing them in variable storage buffers from which they are removed
at the proper time as determined by the Tocal clock. If the Tocal
clock pulse is not at exactly the right time, it will be either early
or late by a certain phase angle at the pulse repetition rate; or,
alternatively, early or late by a certain amount of time (in micro-
seconds). A timing tolerance stated in microseconds is normalized,
which makes it convenient to apply to any of a large number of data
rates 1ikely to be encountered throughout the communications system.
The size of the variable storage buffer determines the ability to
accommodate early or late arrival of pulses relative to the local
clock. The phase (or time) tolerances of the local clocks and the
bit rate of the communications stream along with expected variations
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in signal path delays determine the necessary size of the buffers.

There is no simple way that these timing errors (the ones of basic
significance to the digital communications timing system) can be
stated as frequency errors (Hertz) or fractional frequency errors.
However, because of the relationship between phase angle and frequency
(frequency is the time derivitive of phase angle), the phase angle
error at any time can be determined from an initial phase angle error
plus the time integral of the frequency error from the time of the
initial phase error to the time of the measurement of interest. In
order for the phase angle (or time) error to be bounded, the average
frequency error must be zero. Any nonzero average frequency error
will eventually result in an unacceptable phase error; i.e., it will
eventually require interruption of the communications traffic to reset
the variable storage buffers to prevent them from either emptying or
overflowing. If the allowable phase (or time) tolerance has been
specified, average frequency errors that will permit that tolerance to
be maintained for a specific time can be determined. In general,
relatively high errors can be accepted in the pulse rate for a short
period of time. As an example, assume that the pulse frequency in a
system which initially has no phase error, is 1 percent low over a
period of five pulses, and then is 1 percent high for the following
five pulses. After the first five pulses, there will be a phase

(or time) error equal to 5 percent of the pulse period -- a normally
acceptable value -~ and after the second five pulses (a total of ten
pulses) the error will be zero again. Now as a further example,
assume that the frequency had been high for five billion pulses
instead of only five pulses and then low for another five billion
pulses. Then, if the maximum phase (or time) error were not to
exceed 5 percent of the pulse period, the frequency error could only
be one billionth of 1 percent. In both examples, the phase (or time)
error is the item of predominant_interest, and the frequency error is
of interest only because of its relationship to the phase (or time)
error.

The timing/synchronization function in the DCS should not be solely
dependent on the continued operation of any particular network node,
transmission 1ink, or facility external to the network.

Discussion: Since nodes of the DCS and the transmission links inter-
connecting them are subject to enemy destruction or electromagnetic
Jjamming attack, it is obviously desirable to construct the timing
system to minimize the impact that the loss of any link or node, or
any combination of 1links and nodes, would have on the timing function
for the surviving portions of the network. No specific nodes or links
in the network should have such individual importance to the network
timing function that a successful enemy attack on them would seriously
degrade the network timing. No specific parts of the timing system
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either within or external to the communications network should appear
to be particularly attractive targets to an enemy. This implies that
control of the timing system should be distributed rather than
centralized.

Followina the loss of any node or transmission link of significance to
the timing function, either through failure or enemy action, the
timing system for the DCS should automatically reorganize itself.

Discussion: For any communications network timing approach, there is
either some optimum hierarchy of the links and nodes, or some optimum
set of parameters for providing a stable system, or both. When Tinks
or nodes of the network are lost, adjustments to the networks (which
might include partitioning or reconfiguration) should be made to assure
that degradation of the timing function is acceptably minimized. In
civilian peacetime systems, where the need for such adjustments only
results from occasional equipment failures or rare acts of nature, it
is acceptable to manually make the necessary adjustments, and
necessary repairs to the failed equipment could be expected to be made
promptly. However, in a wartime situation, extensive damage to the
military communications system due to enemy action might simul-
taneously occur in many widely separated areas. The maintenance and
repair function might be intentionally or unintentionally impeded by
enemy action. Access to areas where repairs are needed might be
severely restricted, and required skilled personnel might not be
available when needed. Therefore, the timing/synchronization system
for a military communications system should be highly automated. In
particular, the reorganization of the timing system following the loss
of any link or node of the communications system should be totally
automatic; and by attribute number 3, it should also be distributed
rather than centralized.

So long as any communication link to a node survives, it should be
capable of supporting the timing function.

Discussion: Unlike a civilian communications system where failures
in the timing system can be expected to be random and infrequent,
sudden massive destruction of many parts of the wartime military
communications system can be expected over a short period of time.
Whereas a couple of backup paths would be quite adequate to assure
timing at a particular node in the peacetime civilian system, it
might not be unusual to Tose all but one communications link to a
major node (or even several nodes) in a wartime military system.
Since it is not possible to assure which 1ink might remain intact
following such an attack, every link must be capable of supporting
the timing function.

A node temporarily disconnected from the network should have the
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timing capability to rapidly reenter the network -- including
capability for rapid synchronization of spread spectrum signals in a
jamming environment.

Discussion: Under jamming conditions, the Tength of time required to
test a given timing relationship to determine whether or not it is in
synchronization is greatly increased. If 1 second of sampling time is
required to make a decision between being in synchronization or out of
synchronization for each 10 nanoseconds change in timing, an
uncertainty window of 10 microseconds could require a total of 1000
seconds to search. If correct synchronization were not found the
first time through, the window would have to be searched again.
Obviously, the amount of search time required depends upon the design
of the system and the environment in which it must function, but it

is desirable to maintain a small search window for acquiring or
reacquiring synchronization in a military communications system which
is subject to enemy jamming. In addition to speeding up the
synchronization process for spread spectrum equipment, good system
timing can also be used to speed the synchronization of multiplexing
and cryptographic equipment. This reduces the amount of time the
equipment is out of synchronization following signal outages, thereby
minimizing the loss of communications traffic.

To the extent practicable, disturbances in the clocks at individual
nodes of the network should be prevented from propagating to other
nodes of the network.

Discussion: Errors in local clocks as a result of disturbances at
remote clocks propagating to the local clocks use up a portion of
the available phase tolerance at the local node and make it more
susceptable to Toss of synchronization from other causes. This
includes an overall reduction in the stability of the timing system
making it less capable of accommodating signal fades and other
transmission disturbances. This attribute is particularly important
if the disturbances occurs just prior to the time a node enters a
backup free-running mode of operation where an induced frequency error
will be integrated over a long period of time producing a very large
phase error, This attribute provides increased resistance to enemy
attack and perturbations.

A normally operating timing system should not require interruption of
traffic solely for resetting varjable storage buffers to accommodate
errors in uncoordinated system clocks.

Discussion: Planners of several civilian digital communications
systems in North America considered the use of accurate free-running
clocks with provision for occasional interruption of traffic to reset
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variable storage buffers [6]. A1l of these system planners rejected
this appooach because they felt that it would be unacceptable to their
customers. It is even less desirable in a military system where

there are additional functions, such as encryption and spread spectrum
transmisssion, which require synchronization. The worldwide nature of
a military network prevents use of a low traffic night time period

for such interruptions because the sun never sets on such a worldwide
network. '

Capabiliy to reset variable storage buffers with minimum interruption
of traffic should be provided in_order to permit continued communi-
cations by operating in a free-running mode whenever means for clock
coordination_is not available.

Discussion: This is a last ditch backup mode of operation to permit
continued communications (although degraded because of required
interruptions) if all means of clock coordination should be lost
while at least one communications link is otherwise intact. In a
well designed system, it should be a very rare occasion when this mode
of operation would be required, but it would be shortsighted not to
provide this capability. The timing system should not be permitted
to be the sole reason for communications not being available. This
attribute could be very important for the very rare occasions when
it is needed, because this could be a period of time when continued
communications is of utmost importance.

Systematic_self-monitoring of the timing function_should be provided.

The timing function in a digital DCS is expected to be very reliable.
Under normal operating conditions, undisturbed by hostilities,
failures will occur very rarely. Under these conditions, it will be
very difficult to maintain well trained, experienced personnel for
servicing failures to the timing system. Because of this, it is
important that the timing system provide automatic self-monitoring
and fault diagnosis. It is desirable that such monitoring include the
monitoring of the actual timing function in addition to normal power-
supply voltage measurements and signal level measurements. Many
types of failures that can affect the operation of a timing system
can only be detected by monitoring the actual timing function. It is
also important to detect pending timing failures long before any
interruptions to communications traffic occur. Trend information and
automatic statistical evaluation of systematic self-monitoring of the
timing function can be used to automatically provide early detection
of problems and self-diagnosis of their causes. This information can
then be used to automatically indicate the needed corrective action.

Options with potential importance for satisfying future timing
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requirements should not be precluded without good reason.

It is a common occurrence that inadequate planning for future needs
finally results in a situation requiring either (1) a very large
expenditure of funds or (2) forgoing the service. When it arises,
this situation always seems to be unexpected because it was not
included in the original planning. Sometimes the capability could
have been provided at no extra cost at the time of original equipment
development, and nearly always at a small fraction of the cost for
retrofit after the equipment is fielded. It is difficult to predict
at the time of equipment development all of its applications during
its lifetime. Therefore, it is very desirable to leave open all
options that might make it possible to satisfy those unpredicted
applications as they arise, unless this results in some significant
penalty, e.qg., significant additional costs.

SUMMARY

A set;of desirable attributes for timing in the digital DCS has been
suggested. The suggested attributes provide for keeping the major
nodes of the DCS within acceptable phase tolerances of one another
by coordinating all of their phases with the standard provided by the
U.S. Naval Observatory (UTC (USNO)) or the National Bureau of
Standards (UTC (NBS)) whenever either is available. If UTC is not
available, a particular clock within the network is automatically
selected as a reference for the rest of the network. Survivability
of the network is further enhanced by: (1) assuring that it is not
dependent on any one point of centralized or concentrated vulner-
ability to enemy action, (2) providing adequate automation to
accomplish most corrective actions (other than equipment repair or
replacement) without manual intervention, (3) assuring that timing
coordination is available at any node so long as there remains one
functioning communications 1ink to that node, and (4) providing a
backup mode for degraded operation of any node that finds its ability
to coordinate its clock has been lost for any reason. Any improve-
ment in stability and accuracy through improved clock disciplining
procedures will further enhance a system's capability to provide all
of %hese attributes under all conditions Tikely to occur in a full-
scale war.
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QUESTIONS AND ANSWERS

MR. CHI:

I would like to make a comment. Particularly I like your example
of the illustration of comparison between people and bits, that is
in terms of the requirements between the railroad for the timing
and digital communications. I think it was very well illustrated.
We talk about the requirements for time, but the fact that you
have illustrated it and gave us a very simple example in such a
way that most people can understand what it is. Thank you.

DR. STOVER:

The railroads had a hard time, you know, getting standard time
across. We are having that same kind of a problem.

DR. WINKLER:

Maybe I should say a few things, particularly about your items 7
and 11, which struck me as very important and very general.

Seven has been, if I remember correctly, that means should be
provided to prevent the disturbances of a single clock to propa-
gate throughout the system. Now that is something which is, of
course, important, not only for your particular application, it

is essential to all timekeeping. And what does one do in order to
prevent that?

And now, it appears to me that the approach which is usually
taken is to just straight average and this is something which has
been criticized by several people, the last one, which impressed
me most, was an article which I read two years ago in '"Die Klein-
Hallbacher Berichte', the German URSI reports about the falacies
of using the mean as the best estimator in cases of disturbances
which are not at all Gaussian and may not be right in time cor-
relation. And in that article, the great advantage of using the
median was discussed, that in fact the median, the central point
of all incoming time reports which a model point would get from
its surrounding points would be a completely insensitive esti-
mator to any individual disturbance. A clock could go any
arbitrary amount off and by taking the median instead of the mean,
you are safe. It would not be affected at all and I wanted to
point that out, that in filtering, in selecting routines to re-
ject such outlyers, the assumption of the normal distribution is
an incorrect one because as we deal with digital systems, digital
systems are usually outrageously wrong and not Gaussian distri-
buted.
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And 11, the importance of satisfying future requirements.
That strikes me as something of even greater generality.

DR. STOVER:
It is even harder to get examples of.
DR, WINKLER:

That we so often find the role of management defined as -- These
people must think that management must have something to do with
monocles to restrict people's choices in the future, while in

fact good management ought to enlarge the choices which the future
generations have. And I think excellent technical management
would be one which keeps wide open all these future choices in-
stead of restricting them in too short-sighted a view. And that,
again, is an overriding generality.

QUESTION:

I too have had access to some of the German publications and
especially when you are talking about different types of weapons
which may be releasing electromagnetic radiation which could
affect large numbers of clocks in an area, but the aspect of going
to the median also bothers me because there may not be a discrete
median. There is a range for which there is a set of values can
be the median, so how do you try to solve this problem of large-
scale, propagation disturbances with large numbers of clocks being
simultaneously disturbed with the ionosphere being disturbed and
which all would masquerade and it is the same. I think that is a
very major problem in tying everything together.

DR. STOVER:

Well, one of the things that I had in mind at the time that I
wrote that was one of the systems that has been very highly dis-
cussed in the communications literature for timing for digital
communications systems is the so-called "mutual system", in which
all the clocks in the whole communications network effect each
other, so that the whole system can float around, so to speak,
with bulges here and bulges there as far as the error is concerned
and everything effects each other. And one flaw in one clock will
effect all the other clocks. That was the thing I was really
trying to rule out when I wrote that statement. And my preference
is to tie everything to UTC, as was stated in the very first one
which is a Federal Standard. But as you read that Federal
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Standard, different people can interpret it differently, when it
says it is traceable to the Naval Observatory, some people will
say that it has some frequency that is traceable to the Naval
Observatory, while I would like to say time or phase which is
stated in one of the later ones. And some people will say that
the accuracy with which that frequency needs to be traced to the
Observatory is not really very great. Now I disagree with both

of those statements as you can tell, and think that we should
accurately, in phase, in time, clock the DCS, because it is a war-
time system.

DR. WINKLER:
I agree very much and I think that agrees with general principles
which have been mentioned recently by Professor Becker. Is he
here? Would he like to say something about that?

DR. BECKER:
I will address it in my paper later.

DR. KAHAN:
Have these attributes that you have listed been accepted and imple-
mented within the DCS system? '

DR. STOVER:
No. This is the first time that they have been presented as a
group, as a desirable. We have to get them accepted. You know
how the military works. When you tell somebody you have a re-
quirement, they want to know which directive from the Joint Chiefs
state it as being a requirement. So you have to beat on these
things a long time before they can be stated as being requirements,
So that is why we are calling them "desirable attributes".

QUESTION:
You mentioned item 7 here as non-propagation of errors. Do either
one of you have any suggestions as how one might implement the
desirable attributes?

DR. STOVER:

Well, the thing I had in mind, of course, was the types of things
that I have presented at previous meetings here. I am biased
there, of course, and so if you would read the proceedings from
the year before last you would get an excellent idea of what I
would consider an outline of how to do that.
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IMPACT OF IMPROVED CLOCKS AND OSCILLATORS ON
COMMUNICATIONS AND NAVIGATION SYSTEMS
(Special Report)

Samuel R. Stein
Frequency and Time Standards Group
National Bureau of Standards
Boulder, CO 80303
(303) 499-1000, ext. 3277

In September of this year, the National Bureau of Standards held a
Workshop in the Washington D.C. area which addressed the role of
clocks and oscillators in large scale systems, particularly communicat-
ions and navigation. The ultimate purpose of this Uorkshop was to
do two things: first, to provide research and development people in
government, at universities and in companies with adequate information
to appropriately direct their research activities towards the real
needs for clock and oscillator improvements; second, to determine
whether or not there are any ways in which existing oscillators and
clocks could serve systems better than they are doing now. The
Workshop took place over a period of three-days, with several techni-
cal papers and two panel sessions which were instrumental in determin-
ing the state of opinion in this field. Many government agencies
and private companies were represented. I am not going to repeat
‘the technical details. Instead, I would like to present a distillation
of the ideas and concepts; some of the ideas are my own, but many came
from other participants.

There are two generic alternatives to obtaining timing informa-
tion in a distributed system - the use of independent clocks or the
use of coordination. This paper will not address this choice at all,
but will concentrate on systems which use clocks. For military systems
in particular and in many cases for civilian systems, there are reasons
to choose solutions based on precise clocks or oscillators. Low error
rate in digital communications, anti-jam characteristics and fast sig-
nal acquisition all require very precise timing information. Surviv-
ability and independence depend upon a priori knowledge that comes
from having precision clocks in the system and that is not available
to unauthorized persons. Independent operation of system elements
protects the system from human error and various disasters.
Finally, there is often fallout resulting from the inclusion of
clocks and oscillators in a system. For example, having a very
precise oscillator on a satellite permits improved determination of
the orbit of that satellite. This technique is being applied today
in the GPS system and may be applied in the future to many satellite
systems if the satellites carry low cost but high precision clocks.

Contribution of the National Bureau of Standards.
Not subject to copyright.
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In a paper presented at the last PTTI conference, two basic
mechanisms were suggested for achieving improved systems; better
clocks and system redesign could lead to improved performance or
different operational procedures and system redesign could lead to
relaxed clock dependence. The conclusion which I reached as a
result of the Workshop is that the real deficiency from which we
suffer today is a lack of effective and efficient utilization of
existing resources. Engineers today, particularly systems engineers,
will often go a long long way to avoid using c¢locks in their systems.
The JTIDS system is probably a good example of that. The operator
needs to enter his time with approximately 6 second precision.

Doing better does not save any time in acquiring utilization of the
system. Typical requirements to satisfy the position location,
identification and the information distribution aspects of the 4
system_gan be accomplished with oscillator precisions in the 1077 to
the 10/ range, orders of magnitude below what is available today. I
am going to discuss why this situation occurs and then how to opti-
mize the use of available devices to achieve the required perform-
ance and reliability and how the specification of oscillators
affects our ability to accomplish this at minimum cost. We will
consider the traps of applying false economic considerations and the
problem of functional duplication where many subsystems provide the
same attributes and none provide the reliability and the redundancy
that is necessary. There was a near unanimous agreement that more
development is needed on two fundamentally different varieties of
clocks. We will review the state of the industry and its capability
of providing these requirements.

There is a large gap between what is being produced and the
state-of-the-art, i.e., what has been achieved in the laboratory
under ideal conditions. One of the things that we'd 1ike to be able
to do, of course, is to purchase large numbers of these best units.
The idea may be a little bit controversial but I believe there
really is no large problem with regard to the ultimate performance
capability, i.e., the noise floor of our existing technology; combi-
nations of hydrogen, rubidium, and cesium standards have been demon-
strated to provide pretty much all that most people need at the
present time. However, there are significant areas of deficiency
relating to operating standards in the field. The turn-on time, the
environmental sensitivity and the radiation resistance of our current
standards simply do not satisfy systems designers. Many systems,
SEEK-TALK and JTIDS for exagp]e, would like *q have oscillators with
any where from a part in 107 to a part in 10'" precision and accu-
racy that turn on in 30 seconds. Operationally, they arg using
oscillators that turn.on in 40 minutes at the part in 107 level.
Commercial manufactureya have published results of oscillators that
accomplish parts in 10 repeatability in five minutes. So there is
a large discrepancy. System functions are also pushed onto the
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clock with unenviable results. Manufacturers are asked to provide
output at frequencies such as 5,10,10.23,5.115,9.116 and 4.016 MHz.
They are also asked to provide high degrees of setability and tuna-
bility which are essentially system functions.

The first area that I would like to talk about is probably the
most important one, reliability. It is something that we pay lip
service to, something we worry about after the fact. One of the
major concerns expressed in the Workshop was what can we do today to
plan for reliability in our future developments? The performance
which we need exists; the reliability that we want is only going to
come from more experience with the very standards that we currently
have. We make the mistake of constantly trying to push the state-
of-the-art and push the performance of our standards with the same
devices that are supposed to produce high reliability and a long
lifetime. The only way we are going to find the problems in clocks
and oscillators and solve them is to produce hundreds of these
devices, and get them out into field operation so that the design
flaws which are built-in can become known. Otherwise there will be
a wide variety of circuits and features in supposedly high reliabili-
ty devices that have only been produced two or three times. The
strategy which I recommend is that we invest our money in buying
large numbers of identical clocks. This will help generate a quaran-

teed market for the companies that produce the clocks and will en-
courage the needed engineering and development investment in the
clocks. This approach would be costly, but not as costly as the
failure of important systems. Another consideration that we
should take into account is that the various attributes which we
assign to a clock are not independent. For example, if we want
super performance from a device then we are going to have to pay
for that performance in a variety of areas, in reliability and
cost for example.

The use of custom made devices is another significant problem
area. We tend to set goals for our system clocks which are either
the best results we know of or, worse, something a little bit better.
We ask the small R&D company to develop a few units with that perform-
ance but also having custom features that match our system require-
ments - our frequency, size, configuration, power, weight, and
warmup time. But custom units in general perform worse than standard
off-the-shelf-units. Not only that, the process of producing a
customized product ties up the technical capability of the small
company which is then not available to do the advanced develop-
ment needed to get better performance. This scenario is
probably true even in the case of the most trivial changes
because the risks of making these changes are high.

We do a further disservice by not paying enough attention to

the whole problem of specification. The process of specification is
unique to each system application and cannot be done in a genera-
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1ized fashion. We should always use the ultimate criterion;

if the system is to provide timing, then the specification should be
in terms of the maximum time deviation permitted for the duration of
the mission or experiment. Systematics are particularly important to
specify correctly. Several kinds of modeling can be done, but most
often, modeling is unsuccessful in removing systematics. The princ-
iple reason is that the systematic effects of the clocks often have
the same functional dependences as the systematics from other parts
of the system. The GPS program is a good example of that.

Quadratic systematics in the clock are inseparable from similar
phenomena in the orbit.

Our specifications are often unreasonable. We sometimes specify
a much better device than is needed because we know it is producible,
but that runs up the cost and prevents the manufacturer from
trading off that performance against some other important criterion.
One has an obligation to specify the true system performance require-
ments rather than anticipate unforseen eventualities. Once the
specifications of a system are fixed, the performance of the system
clock or oscillator is determined. A different system design might not
require the same oscillator performance -but once the requirements
are set one is forced to pay for the unnecessarily difficult specifi-
cations. A related problem is the totally ingrained notion of many
engineers that they know the value of the clock in their system
a priori, based upon the final price of the system. I think this
a priori "knowledge" of the value of the clock is grossly in error.
For example, quartz oscillators look rather simpie. They are small
devices; the best of them cost only a few thousand dollars. Systems
engineers sometimes don't comprehend that the state-of-the-art
quartz oscillator is splitting a resonance 1ine to a part per million.
This is mostly a science, but partially an art. It is not a situa-
tion where additional engineering effort is going to produce a
fundamental decrease in the cost. As another example, I'd Tike to
talk briefly about possibilities for a very inexpensive GPS receijver.
The performance achieved in the GPS system is interesting for commerc-
ial applications. The clear acquisition signal has more power than
the P code and it may become available on both the L, and L, frequenc-
ies. Peoplie are talking about two-printed-circuit-baard recejvers
that will sell for $2,000 and cost less than $1,000 dollars to
produce. In this context, the value assigned t ]the clocks is $150
and the performance requirement is a part in 10 ' stability for
hundreds of seconds. It is probably impossible to produce such a
device with today's technology.

The development costs of custom clocks and oscillators are
usually not recoverable by sales of a large number of units. In
fact, the small, high technology companies that serve the custom
product market run the risk of developing new devices which, if
they have large profit potential, may attract other companies to
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compete for the market. In addition, specifying state-of-the-art
performance in a system diminishes the possibility that there will
be significant economies due to large scale production. Super high
performance is achieved by a process of measurement, testing and
selection and these processes are labor intensive. In fact, they
are essentially an impediment to ever producing large numbers of
super high performance clocks. We need to recognize that research
and development for new products will have to be paid for by the
government or by the systems developer.

In order to improve productivity, it would be beneficial to
separate the problem of making a device that works from the problem
of making it in a cost effective manner. The engineers and scientists
who have to produce new developments should not have the added
burden of doing it inexpensively. I have seen this policy applied in
the solar power conversion industry and it appears to be very success-
ful. We ought to increase the utilization of standard components in
a variety of systems. One aircraft could eventually carry operation-
al JTIDS, SEEK-TALK and GPS receivers. Rjght now, because of the
differing specifications those will all contain independent frequency
standards. There is no reason why they could not all run from a
single distribution unit. 1In fact, there is an advantage because of
the redundancy resulting from using an ensemble of standards.

There was a consensus of opinion at the Workshop that there are
three types of standards requiring more development. The first is a
special purpose standard. Various systems stress different attributes
which can be combined,in a single device. The JTIDS system needs fast
warmup. A part in 107 accuracy satisfies all functions of that sys-
tem. The ?BEK—TALK program is princpally interested in achieving a
part in 10"~ accuracy with fast warmup. For GPS user equipment,
stability is important in commercial applications which observe sate-
1lites sequentially. Spread spectrum communicatijon systems need pgar
zero bit error]fates which requires in the vicinity of part of 10
to parts in 10" " stability. The second type of standard needing fur-
ther ?&ve]opment is the very, very high stability oscillator. Parts
in 10" and better performance have been achieved, but the devices
are not field deployable and are not sufficiently reljable. This
kind of performance is needed for times up to a week in order to
increase calibration intervals, to speed up measurements, to allow
the use of higher frequencies in our communications systems, and to
make better use of station keeping satellites in TDMA systems.

What is the state of research and development that is supposed
to produce these results? Crystals, cesium, rubidium and hydrogen
are all old technologies. We are existing off the developments of
the past, but there are many new ideas. In fact there is a plethora
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of new ideas, only a few of which may be superior to the existing
concepts. We must carefully analyze this situation, and put our
research and development resources in the direction of devices that
really have potential for replacing or adding to the existing concepts.
Advanced development is in a worse state. Whereas, the civilian and
the military funding agencies spend a fairly large amount of money
on basic research, there is not much funding for advanced development.
Private companies are tied up producing the customized devices
required by systems engineers. Bell Telephone which was spending
millions per year on crystal research is now out of the field,
having satisfied their own needs for the foreseeable future.
Organizations like the USAERADCOM are shrinking in size, no longer
providing the advanced development that they were doing at the end
of the second world war. This problem is exacerbated by the fact
that the development of the standard up to the preproduction model
is far more costly than the initial laboratory demonstration. Even
if the new clocks and oscillators needed by our systems in the near
future are developed we will not easily be able to manufacture them.
The manufacturing capability that is needed is considerable. The
utility type standards will be required in quantities greater than
ten thousand units, and they can't be created overnight. It will
probably take years and cost millions of dollars to establish that
kind of production facility. We've even lost some of the facilities
that we had. Our crystal capabilities have gone overseas for the
most part; the entire commercial industry to Japan and 50% of the
precision capability is gone. There is only one source of precision
crystals in this country marketing resonators without oscillators
and the quality of the quartz that is available has deteriorated
markedly since 1970.

Finally, there is also a problem of system implementation. We all
share this problem; we get caught up in developing new things.
That's where most of the credit 1ies. We are so caught up in develop-
ing new things that good devices already developed are often not
implemented. The new technologies never get to mature. On the
other hand, technologies that are out in the field aren't replaced.
Some are 40 years old and they are not only mature they are senile.
It is necessary to separate the problems of research and production.
We have to be satisfied with using devices that perform well, even if
next year's device will perform better. We have to get those devices
out into systems and we have to concentrate on the research and
development that will produce new devices for the future. Systems
engineers should worry about systems problems. It will continue to
debilitate clock research efforts to continue considering things Tike
output frequency, power level, tunability and other system attributes
to be problems for the clock designer to solve.
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DR.

QUESTIONS AND ANSWERS

WINKLER:

Thank you very much, Sam, for your very thoughtful remarks. Maybe
a little pessimistic, but it is certainly better to face the issues
and I wonder whether we have any comments to that?

MR. VESSOT, Smithsonian Astrophysical Observatory

DR.

I think one thing that has been perhaps overlooked is that the
technology that has led us to the successes we have made, have
rarely come from an intention to develop a clock. If you look in
the past, I suspect that the pendulum had nothing to do with the
clock when its properties were first observed, and going a little
more recently, the discovery of Cate's electricity had nothing to
do with crystal oscillators. Ramsey, I am sure, didn't design his
Ramsey Structure with the idea of making a clock. He was out to
resolve some spectral lines. And the masers and lasers, I am sure,
weren't motivated by clocks.

I guess what I am saying is that you can pour an awful lot of
effort into directed research and get nowhere and I think what the
country is lacking is the general outlook of undirected research
in the hopes that technology can ensue that will benefit somewhere;
but I really feel very uncomfortable about the attitude of, "Let's
go and direct our fundamental research in a given direction".
Applications nearly always arise from availability of technology,
but requirements or needs don't always result in improved tech-
nology. And I think the main plea we might make is to hope that
our support for fundamental research in the country will not be
throttled back, and it is usually the first thing that is throt~
tled back in a situation of a tight economy.

STEIN:

I think you raised an extremely important point, Bob, and I didn't
mean to imply that that wasn't true. I think it is very true.
However, I was trying to elucidate some of the problems we have

in accomplishing the transition from once you have identified a
new technique, a new physical process, whatever it is, to then the
implementation of a working clock, something like ion storage,
cooled ions, lasers, are identified. They can be thought out very
carefully. In many cases they are not thought out very carefully
and we can identify, I think, where to best place development
dollars.
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DR, MCCOUBREY:

I agree with the remarks that Bob Vessot said, drawing attention

to the declining support for the research that underlies these
technologies that are important. I think there is another consi-
deration also, which seems to me to apply in the case of the clocks,
which have been important system components for many many years.

I think that there has been less planning and less support for the
design qualification and advanced development. I think you had
your finger on it, Sam, when you pointed out the cost of advanced
development to bring these things to a point of usefulness. It
seems to me, for example, that in the case of other system compo-
nents, for example, power plants and propulsion systems, or control
systems, flight control systems, that there is a much greater amount
of planning given to the refinement of the system and the qualifi-
cation of the system beyond the development of the fundamental con-
cepts in order to get components that are reliable. And I think
one only has to look at the propulsion systems that are available
and even the flight control systems now. Probably there are other
components also.

DR WINKLER:

It is my impression that what is really at the root of what we are
discussing here are two components. Number one, we have to ask
ourselves well what are all these people doing now, which we would
like to see working on the things which Sam Stein has mentioned,
what are they doing? Well, they are gone? No. They are certainly
still doing something and I think we may be overlooking the tre-
mendous impact which we still have to see, which we still can, in
fact, can expect coming from LSI technologies, from microcomputers,
digital electronics, in other words. That impact has not yet come
in the field of, certainly, of high precision frequency control.
But it will; and it will change the scene radically, I think.

And number two, I think we are suffering, in fact, not from
a syndrome of undermanagement or mismanagement but from over-
management. It is a question of-- Well, I see a great deal of
sympathy in the audience to what I say and I feel very strongly
about it, that if we would devote all these energies which are
being spent today in trying to split up things exactly into cer-
tain bins, 6.1, .2, .3, .4, .5, and to decide exactly what should
be done and what should be done here. We are overdoing things.
That is really what Bob Vessot has meant, that we cannot specify
in such detail the future. It is impossible. We have to allow
a certain degree of freedom, of liberty. If we do away with it,
if we become completely enslaved to superplanning I think we will
be in serious trouble in these advanced R&D concepts. There have
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been many examples cited that none of the real great breakthroughs
which have been made, would be possible today. They would all be
declined as outrageous requests for funding. All of them. Einstein
would never be permitted to work on such crazy things in the Patent
Office. I think that management was very poor which allowed him to
do that. And the story of penicillin and of many other discoveries,
in fact, even the laser, if you go really to it, all of that was
accomplished because at that time there still existed a certain
degree of lack of definition. The bean counters didn't really

know too well the details. Today they know everything and I think
that is the real problem.

DR. STEIN:
May I defend myself?
DR. WINKLER:

No, but I was going to ask for more questions, and if we have no
more question, then I think that we will adjourn.

There 1s one item which was brought up by Dr. Walls just
in discussion which refers somewhat to the last paper by Dr.
Stein and I feel that it is a very important point and that
is he urges users of clocks or those who specify clocks, do
not deviate from the standard operating frequency which should
be 5 megahertz. The reason is that there is a considerable
technology available and a considerable production experience
and the point applied very much that if you specify something
different, you also specify additional troubles and it is much
better to specify low-noise frequency translators which are
more within the state of the art in production capability using
our new technologies as compared with odd frequency, output
frequencies for frequency standards.
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DR.

DR.

DR.

DR.

DR.

DR.

QUESTIONS AND ANSWERS

STEIN:

On your last slide you showed time synchronization requirements
that varied in the 10 to the minus 14 to 10 to the minus 15 and I
was wondering where the frequency stability requirement for 10 to
the minus 15 comes from? For what applications?

SYDNOR:

There are differences as we have seen in the past between require-
ments, desires, and needs. And this is probably the minimum that
the frequency, the time synchronization people will accept. The
three parts in 10 to the 16th is what they need to get the resid-
uals down to a level where they are not bothering their solutions
too greatly. At this point the major error source is the fre-
quency standard as I understand it.

STOVER:

What concerns me is whether you are putting one of these block
diagrams at each station or is that the one at the Jet Propulsion
Lab?

SYDNOR: !

This is at each station. At least at each of the major statioms.

Some of the minor stations have a somewhat reduced set of blocks
in the block diagrams.

STOVER:

You showed a present requirement of Observatory or Bureau of
Standards time as being 50 microseconds and your next was just a

few nanoseconds. There are three orders of magnitude difference
there. Why is that?

SYDNOR:

There is a difference there between the precision that we need to
synchronize our various stations and the precision that we need to
know absolute time, epoch. And if you look at the 10 nanoseconds,
that is an internal problem. While on that same slide the need to
know epoch time was like 100 nanoseconds in the same timeframe.
And it is true that between now and five years from now there are
three orders of magnitude difference, but right now we are working
on that other one. And we have some results which you will hear
later about how well we are doing.
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QUESTION:

You mentioned going exclusively to the 36-bit NASA code. Is this

something that is absolutely going to happen and if so, what would
be the earliest possible time in years?

DR. SYDNOR:

Well it is not absolutely going to happen. This is something
that we are considering at the moment. With this great number of
codes, expecially with the binary codes with the 50 lines going
out all of the places, it is prone to a lot of failure. We would
like to standardize our equipment so we don't have the spares and
the maintenance problems, and simplify everything. We think it
will happen. If it does happen, it will be 5 years downstream.
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SATELLITE TIME TRANSFER VIA TDRSS
AND APPLICATIONS

Andrew R. Chj
NASA Goddard Space Flight Center
Greenbelt, Maryland

ABSTRACT

In the early 1980's NASA will enter a new era of space program, i.e.,
space transportation through Space Shuttle. It will have a new large
scale space communication system for satellite tracking and data
transmission known as the Tracking and Data Relay Satellite System
(TDRSS). With two geosynchronous relay satellites TDRSS can provide nearly
worldwide coverage for communication between all near orbiting satellites
and the satellite control center at Goddard Space Flight Center. Each
future NASA satellite will carry a TDRSS transponder with which the
satellite can communicate through a TDRS to the ground station at White
Sands, New Mexico. It is using this system that the ground station
master clock time signal can be transmitted to the near earth orbiting
satellite in which a clock may be maintained independently to the
accuracy required by the experimenters. This paper presents the satellite
time transfer terminal design concept and the application of the time
signal in autonomously operated spacecraft clock. Some pertinent TDRSS
parameters and corrections for the propagation delay measurement as well
as the time code used to transfer the time signal will be given.

INTRODUCTION

The use of satellites for time transfer began soon after the first
artificial satellite was placed in orbit. This was because the concept
as well as the instrumentation design was simple. It was done as an
experiment to demonstrate the capability in precision over long range
and the favorable geometrical configuration for the signal to propagate
through the medium. In comparison with the terrestrial propagated
signal, the signal transmitted from or transponded by a satellite is
relatively independent of the propagation medium. The stated precisions
by investigators in the last two decades using different carrier
frequencies, techniques, and satellites shows orders of magnitude of
improvement, ranging from microseconds to nanoseconds, over the conven-
tional techniques. Although the capability of precision time transfer
using a satellite has been amply demonstrated, the Timitation of further
improvement still 1ies on the ability to measure the signal path delay.
At present, this limitation is about 30 centimeters or 1 nanosecond.
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Fortunately, the technology for the time generation and dissemina-
tion has been ahead of or at least in pace with the requirements [1].
As independence for timekeeping becomes an essential requirement
for on-board navigation and spacecraft autonomy [2] satellite time
transfer becomes a technology that is needed for immediate application.
In this paper, I shall describe a particular satellite system through
which clock time can be transferred from the ground to the users in
satellites in near earth orbit or on the ground. The satellite system
is called the Tracking and Data Relay Satellite System (TDRSS) [3].

TDRSS

The TDRSS is a new large scale space communication system to be shared
between government and commercial use. It is a new NASA tracking and
data acquisition and communication system. It also provides additional
capability for growing communication traffic in the private sector.

The system consists of 4 geosynchronous relay satellites. The first

two are for NASA, the third (the advanced Weststar) is for commercial
use, and the fourth is a common spare. The system concept is shown in
Figure 1. It is represented by the two NASA geosynchronous relay
satellites, 130° apart in longitude, and a ground terminal located at
White Sands, New Mexico. The system will be capable of tracking,
transmitting data to, and receiving data from user spacecraft over at
least 85 percent of the user orbit. The ground terminal at White Sands,
New Mexico is shown in Figure 2.

The satellite design is shown in Figure 3. Each satellite gene-
rates 1700 watts of electrical power from its solar arrays and trans-
mits and receives in 3 frequency bands (S, C, and K) from 6 antennas,
3 of which are steerable. The weight is 2132 kilograms (4700 pounds)
and the size is 17 meters (57 feet) from tip to tip. The satellite
will be launched by the Space Shuttle in 1981 and 1982 and will have
a lifetime of 10 years.

The steerable S and Ku-Band, 4.9 meter antennas, are used to
provide communication service for the single access (SA) users, and the
S-band antenna array is used to provide communication service for the
multiple access (MA) users. The steerable K-band, 2.0 meter antenna,
is for the forward and return communication Tinks between space (TDRS)
and the ground terminal. The two TDRS can support up to 4 S-band or
K-band single access users (SSA or KSA) and up to 20 MA users.

The advantage of such a space communication system [4] can be
seen in the next two figures. Figure 4 shows the present NASA track-
ing and acquisition network. There are 14 ground stations located
throughout the world. Figure 5 shows the post TDRSS NASA tracking
data acquisition and communications network. It shows 8 ground stations
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including the Bermuda station to provide only the launch support.
There is a 50 percent reduction in the number of the ground stations
which also serves the deep space probes and the highly eliptical orbit
satellites.

SATELLITE TIME TRANSFER USING TDRSS

A user configuration of a satellite time transfer system using a
TDRS is shown in Figure 6. A master clock is Tocated at the White
Sands ground terminal. The user may be mobile, fixed on the ground
or in a satellite. The master clock is calibrated via a TDRS to a
national time standard such as the National Bureau of Standards (NBS)
or the U.S. Naval Observatory (USNO), since the NBS and USNO time scales
can be related to each other and to the Bureau International de 1'Heure.
The user's modes may be MA, SSA, or KSA, and the carrier frequencies
for each mode are shown in the table in Figure 6. The satellite cover-
age for the time users at 5° and 10° elevation viewing angles for TDRSS
at 41° west and 171° west is shown in Figure 7.

CONCEPT OF OPERATION

The philosophy of operation is directed toward automation, that
is the clock time will be transferred from the White Sands terminal
via a TDRS to a user satellite by a command sent from the Project
Operations Control Center (POCC) at Goddard, Greenbelt, MD. The propa-
gation delay may be measured by a two-way time transfer technique or
maybe calculated based on the position information of the ground terminal
and tne two predicted satellite positions, if the calculated delay
accuracy meets the time accuracy requirement. The received time signal
in the user satellite is measured relative to the on-board clock by a
time interval unit. After correction for the signal propagation path
delay, the clock error is transmitted via the TDRS to the ground for
monitoring and verification. The satellite clock is free running up to
a pre-set maximum clock error at which time, by on-board computer program
action, a step time or a step frequency correction is made. Should the
correction be deleted, a command signal is needed to override the
automatic clock correction. After such a command, a new value of the
maximum clock error must be re-set if the automatic clock correction
feature is to be maintained.

A functional block diagram of the ground station time transfer
terminal is shown in Figure 8. The time signal data is divided into
two parts. One part contains the grouped parallel binary time code
(PB5) [5] which is transmitted as data through telemetry. Only the
time unit in the time code that is larger than the propagation path
delay is of significance. Thus it is called the coarse time. The
other part contains a time epoch sequenced pseudo random noise (PN)
code [6]‘which is transmitted through the range channel or the forward
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link. It has an ambiguity time of 85 milliseconds. It is to this time
data that the propagation path delay corrections must be applied. The
data processor is shown at the extreme right of Figure 8. The step
time and step frequency corrections are used to maintain the ground
station clock to that of a national time standard.

_ The functional block diagram of a satellite clock system [7] is

shown in Figure 9. It is identical to the ground station terminal.
The only exception is the Global Positioning System (GPS) receiver.
This feature is designed for a user satellite either to use the GPS
time signal or to compare the time signals of the GPS and TDRSS time
transfer systems.

TDRSS PARAMETERS

For detailed TDRSS parameters, signal characteristics and service
capabilities, the readers are referred to the TDRSS Users' Guide which
is available on request [8]. Some pertinent TDRSS parameters to
satellite time transfers are given in Figures 10 and 11.

TIME SIGNAL CORRECTIONS USING TWO WAY TIME TRANSFER VIA A SYNCHRONOUS
SATELLITE

In a two-way time transfer using a geosynchronous satellite, the
propagation path delay can be approximated as shown in the upper part
of Figure 12. This two-way delay is 46 milliseconds (ms). For
simplicity of operation, the PN code period is considered to be longer
than the two-way path delay, i.e. 46 ms. Thus 85 ms ambiguity is used
for the PN code.

In a satellite-to-satellite time transfer, the relative satellite
motion of the two satellites must be considered. Based on past data,
the doppler motion for all satellites falls in the range of 6 to 8 KM/S
which is equivalent to about 20 to 27 ps/s rate. If the correction for
doppler motion is made for 1/4 of a second, the residual error is 5 to
7 ps, as shown in the Tower table of Figure 12. If the same correct-
jon time of 1/4 of a second is applied for satellite motion in a
‘geosynchronous orbit, the residual error is only 17 to 34 ns.

The propagation delay corrections due to the composite atmospheric
medium depends on the assumed atmospheric model, season, and geograph-
ical locations. Using the example worked out by David Levine [9] in
1970, as shown in Figure 13, the maximum error is 65 ns at 8 GHz and
70 ns at 2 GHz if the atmospheric correction is not made.
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ONE WAY TIME TRANSFER OPTION

For most space science users in the 1980's, the timing requirements
are in the range of 10 to 1000 microseconds. To meet these needs, one-way
time transfer via a TDRS is an attractive option. This is particularly
true if the user satellite can navigate on-board to achieve one kilo-
meter position accuracy. This is based on the capability of TDRSS orbit
and position data which can be provided in near real-time as shown in
Figure 14. Obviously, this service can be provided to a larger number
of users through the multiple access mode.

SUMMARY

TDRSS can be used after 1982 as an operational seryice to transfer
precise time by two-way or one-way technique. Using the two-way tech-
nique to measure the propagation path delay, the precision of time
transfer, without corrections, can be of the order of hundreds of nano-
seconds and with correction to the order of nanoseconds. The precision
of one-way time transfer technique is limited by the accuracy of the
path delay calculations. This is generally in the order of microseconds.

Potential applications in addition to serving the satellite users
are for time comparison among navigation system clocks and the national
Taboratory primary clocks and for cross-calibration of other equally
precise time transfer systems.

As in any system design, the accomplishment is the accumulated
results of many research and development programs. The author expresses
his appreciation without giving the names of those who have contributed
to the satellite time transfer technology.
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Figure 1. System Concept of the Tracking and Data Relay Satellites (TDRS)
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TDRS

SPACECRAFT
USERS

MOBILE

NBS/USNO USERS
. FIXED
v MONITORS STATION
USERS
/TDRS GND 54/»,7
TERMINAL
USER |MODE| FORWARD LINK RETURN LINK
1 MA 2106.14 MHz 2287.5 MHz
2 SSA 2025-2120 MHz .2200—2300 MHz
3 KSA 13.775 GHz 15.0034 GHz

Figure 6. User Configuration of Satellite Time Transfer Using a TDRS
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Figure 8. A Functional Block Diagram of the Ground Station Time Transfer Terminal
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Figure 9. A Functional Block Diagram of Satellitg Clock System




MA SSA KSA
RF (MHz)
FORWARD 2106.4 2025-2120 13775
RETURN 2287.5 2200-2300 15003
NO. OF RF LINKS
FORWARD 2 4 4
RETURN 20 2 2
BANDWIDTH (MHz)
BW (3db) 6 20 50
IF NO YES YES
CHIP RATE
FORWARD 3iF 31F . 31F
221 x 96 221 x 96 1469 x 96
RETURN* 31F, 31F, 31F,
240 x 96 240 x 96 1600 x 96
DATA RATE 0.1—-10kb/s 0.1-300kb/s 1kb/s—25Mb/s

Figure 10. Pertinent TDRSS Parameters

*Fp IS THE DOPPLER COMPENSATED FREQUENCY RECEIVED BY THE USER.

COMMAND RANGE

PN CODE LENGTH 210_4 (210-1)28
CHIP PERIOD (APPROX.) 332 ns 332 ns
RESOLUTION 3.3 ns 33 ns
AMBIGUITY PERIOD 333 us 85 ms
ACQUISATION TIME (sec)

MA 20 10

SSA 20 10

KSA 4 2

Figure 11. Pertinent TDRSS Parameters
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1. TIME AMBIGUITY CONSIDERATION

Ry ={R2 + RZ = [i661752 + 1) RZ

6.6926 R,

t; = R, = 142385 ms

C

t, = Ry-R, = 119.514 ms

c
ty-t, = 22871 ms 23 ms
TIME AMBIGUITY - 2{t,-t,} = 46 ms
R, = 6378.175 km
C =299792.5 km/s
= 300 km/ms

=300 m/us
= 30 cm/ns

2. PREDICTABLE OR MEASURABLE DOPPLER CORRECTIONS
DUE TO SATELLITE MOTION

RANGE OF | DOPPLER CORRECTIONS®*
DOPPLER RATE | 0.5 SEC. | 1/4 SEC.

ALL SAT. 6-8 km/s 20-27 ps/s | 10-14 us| 5-7 us

SYN. SAT.* [ 20-40 m/s | 67-133 ns/s | 34-67 ns| 17-34 ns

* MAXIMUM VALUES
** UNCERTAINTY {S MUCH LESS THAN THE KNOWN CORRECTION

Figure 12. Ambiguity Consideration and Propagation Delay Corrections

3. TOTAL COMPOSITE ATMOSPHERIC CORRECTIONS* PROPAGATION DELAYS

At (ns)
FREQUENCY ELECTION DENSITY
(GHz)
1x 107 4 x 10° 1.6 x 108
8 28 37 65
2 30 40 70

*BASED ON A TOTAL COMPOSITE ATMOSPHERE FROM THE SURFACE OF THE
EARTH TO 5000 km ALTITUDE WITH A TYPICAL CONTRIBUTION FROM THE
LOWER ATMOSPHERE MODELLED AFTER THAT ABOVE BARROW, ALASKA IN
MAY. (SEE PROPAGATION DELAY IN THE ATMOSPHERE BY D.M. LeVINE
GSFC DOCUMENT X-521-70-404, NOVEMBER 1970.)

Figure 13. Ambiguity Consideration and Propagation Delay Corrections
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1.

TDRSS ORBIT AND POSITION DATA CAN BE PROVIDED TO ONE-WAY
USERS, BASED ON:

" NO. OF GROUND STATIONS 7
POSITION ACCURACY OF GROUND STATIONS 200m
RANGE ACCURACY 7m
FREQ OF ORBIT DETERMINATION ONCE PER DAY
ACCURACY OF ORBIT DETERMINATION 200 m
SATELLITE POSITION DATA OBTAINABLE HOURS

BASED ON PREDICTED POSITION OF TDRS, USER CAN USE ONE-WAY
TIME TRANSFER OPTION IF HE KNOWS HIS POSITION TO REMOVE
THE RANGE DELAY.

Figure 14. One-Way Satellite Time Transfer Option and Accuracy



QUESTIONS AND ANSWERS

QUESTION:

The time codes which are used for the receivers, is this a stan-
dard code now or is it one you are proposing?

MR. CHI:

The time code is in the process of being reviewed by NASA and

also by outside users. It is a power-binary time code, grouped-
power-binary time code, which is under review and most likely will
be in use for the spacecraft clock system. As I described before
there is a truncated Julian date number with four digits and five
digits for seconds of day and three digits for the milliseconds

of seconds and so on. The total is 64 bits. That is an eight~
bit, byte, R-entered code.

It is presented elsewhere so I did not want to repeat that
code. If you are interested in it, I may have a copy of it and I
would be happy_to give it to you.

DR. KAHAN:

Can you compare this to transient rates on the GPS system? What
is the difference in this case between the capabilities that this
would provide and what one can get through their transient regular
GPS receiver?

MR. CHI:

Obviously you can, provided of course you have the receiving ter-
minal. For instance, I could suggest to have one of our terminals,
which normally would be placed, for instance in Boulder, Colorado,
that same type receiver can be placed into wherever time is wanted
to be compared. For instance a monitoring station for our GPS if
one wants to do that. You can receive the time from White Sands

Station which will be synchronized to NBS.

Of course you can do it for all the monitoring stations that
you wish. It is the same idea as for the primary time labora-

tories.

DR. WINKLER:

I think the comparison he asked for is the decision on that.
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MR. CHI:

Oh, you use two-way propagation to measure the propagation delays.
The method is to measure precisely the propagation delay time.
Once you have the delay you can subtract the delay out. This
could be to order the nanoseconds. It depends on the type of
corrections one applies.



TIMING AND FREQUENCY CONSIDERATIONS
IN THE WORLDWIDE TESTING OF A
SPREAD SPECTRUM COMMUNICATION SYSTEM

D. G. Woodring, S. A. Nichols, Naval Research Laboratory, Washington,
D.C. and Roger Swanson, Air Force Avionics Laboratory, Wright-Patterson
Air Force Base, Dayton, Ohio

ABSTRACT

During 1978 and 1979, an Air Force C-135 test aircraft was
flown to various locations in the North and South Atlantic
and Pacific Oceans for satellite communications experiments
by AFAL. A part of the equipment to be tested on the air-
craft was the SEACOM spread spectrum modem developed for NRL
by Raytheon.

Test results achieved in the program will be presented. -

The SEACOM modem operated at X band frequency from the air-
craft via the DSCS II satellite to a ground station

located at NRL. This modem incorporated the concepts of wide
bandwidths, autonomous operation, high frequency multipli-
cation factor and design-to-cost. For data to be phased suc-
cessfully, it was necessary to maintain independent time and
frequency accuracy over relatively long periods of time (up
to two weeks) on the aircraft and at NRL.

To achieve this goal, two Efratom atomic frequency standards
were used. One of these has been in service at NRL since
1973. One standard was used as a portable clock and the other
was used as the modem frequency standard.

This paper will discuss the performance of these frequency
standards as used in the spread spectrum modem, including
the effects of high relative velocity, synchronization and
the effects of the frequency standards on data performance.
The aircraft enviromment, which includes extremes of temper-
ature, as well as long periods of shutdown followed by
rapid warmup requirements, will also be discussed. The
limitations of maintained time in remote locations such as
Thule, Greenland, Ascension Island, Lima, Peru, Hawaii and
Dayton, Ohio will also be addressed.
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INTRODUCTION

The Naval Research Laboratory and the Air Force Avionics Laboratory are
engaged in various programs to improve long range military communi-
cations via satellite.

A joint test program was undertaken in 1978 to evaluate the perform-
ance of the SHF/EHF Advanced Communications (SEACOM) modem developed
by Raytheon for NRL. This project was made part of an on-going com-
prehensive Air Force program for developing and testing advanced com-
munications systems for airborne applications.

TEST PROGRAM DESCRIPTION

The SEACOM modem is a frequency hopped, spread spectrum system capable
of data rates of either 75 or 2400 bps. The system provides half
duplex operation at either SHF or EHF with an additional output at an
IF frequency of 700 MHz. A detailed description of these equipments
can be found in reference 1. The modem was integrated with a

Air Force experimental dual band SATCOM terminal (AN/ASC-28) aboard a
C-135. Figure 1 shows the test configuration. Two additional modems,
at NRL's field site in Waldorf, Maryland, were integrated with either of
the two amplifier/antenna configurations shown. The satellite used was
one of the Defense Satellite Communications Systems Phase II Satellites
which was in synchronous orbit over the Atlantic Ocean.

One of the major objectives of this test program was to maintain and
acquire time to an accuracy sufficient for two remote terminals to
synchronize the spread spectrum waveform. The purpose of the joint test
was to determine the performance of the SEACOM modem under various
propagation and flight conditions.

A series of tests were run at NRL's Waldorf field site via the DSCS II
satellite; first back to NRL to establish the baseline performance
characteristics and then to the aircraft on the ground and in the air in
a variety of high dynamic, multipath and elevation angle tests. These
tests were conducted with a military aircraft operating out of various
U. S. Air Force bases and foreign commercial airports. This paper will
describe the techniques that were tried, their relative effectiveness
and will also offer some suggestions for future testing.

MODEM TIMING CONSIDERATIONS

The signalling structure of the modem is shown in Figure 2. All timing
and data is divided into 4 second frames. Once every 4 seconds during a
transmission a 409 millisecond synchronization preamble consisting of a
repeated 80 chip psuedo-random sequence igs inserted into the data
stream. This preamble is used by the receiving modem to adjust its own
timing to that of the incoming signal prior to data demodulation.
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The waveform requires that this timing be accurate to within 50 nano-
seconds. This accuracy is achieved by adjusting the time of a locally
generated replica of the preamble in 100 nanosecond steps until the
signals match up or correlate. The number of steps employed is deter-
mined by the assumed maximum time error due to unknown range between the
two terminals and drift between respective terminal clocks. For ship-
board application, for which the SEACOM system was designed, this maximum
error was specified as + 1 millisecond. This requires a search of
approximately 20,000 steps which are processed within the 1/2 second
duration of the preamble. If the initial time error is gregter than

1 msec. synchronization cannot be achieved by this process . A
description of how this initial clock accuracy of 1 msec. was accomp-
lished is now explained.

The sources of time used for local operations were the Naval Observatory
(via microwave link to Waldorf) and Loran C at Wright-Patterson Air

Force Base. An experiment was also made with a GOES satellite receiver
(unfortunately the receiver was not available during most of the testing).
The GOES receiver had the capability of acquiring a satellite broadcast
time signal within two minutes after turn on. If the range to the
satellite is known, this unit will provide timing with 1 msec accuracy.

In a test at Wright-Patterson, the timing of this signal varied béetween
220 psec and 260 pusec with respect to Loran C over a two day period.

The aircraft in this test program is a C-135 shown in figure 3 operated
by the 4950th Air Test Wing. Power is normally not applied to the
aircraft except for specified periods (of 4 hours or less) of ground
testing or during flights. Access to the aircraft was via either a
cargo hatch or a crew entrance ladder as shown in figure 4. The crew
entrance ladder is the normal mode of entry to the aircraft. This modem
was designed for shipboard use where power outages would be infrequent
and relatively brief. The battery in the integral frequency standard
was used to keep power on the clock circuitry to provide a "hot" turn
on. The modem on the test aircraft was turned off overnight and during
stopovers. Since the on-board battery power was not designed for such
long outages, portable clocks were generally used to reset the time.

PORTABLE CLOCK

For overseas operations, time was maintained with a portable clock which
was carried off the aircraft during stopovers. Figure 5 shows a typical
overseas operation which illustrates the enviromment that the portable
clock must survive for a successful experiment. It should be noted that
the post flight battery operation is critical in that the clock must be
removed from the aircraft by the experimenter who must then find a
primary power source in an unfamiliar environment before the batteries
discharge. Typically on overseas flights there are many operational,
legal and bureaucratic details to be looked after before the experi-
mentor can find prime power. It was typically very difficult to locate
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a local source of precise time within the restrictions of limited
stopover time, complicated logistics due to usage of crew buses and
difficulty in determining precise time availability in advance. These
comments apply both to U. S. Air Force bases and to overseas cities that
were visited.

One other source of time that was used when possible was a time signal
from the Lincoln Laboratory LES 8 satellite which was in synchronous
orbit over the Pacific Ocean. -

OPERATIONAL RESULTS

Figure 6 shows the flight path of a two week trip in September 1978.

The trip started at Wright-Patterson Air Force Base on 12 September and
returned home on 26 September. An Efratom Rubidium frequency standard
was carried as a portable clock and time was successfully maintained
during this trip. Figure 7 shows the specifics of the trip and the
highlights of the portable clock log. The clock was set at Wright-
Patterson using Loran C just prior to takeoff. This trip was typical of
several in the test program. Various legs of the flight provided low
elevation angles, high elevation angles, high relative velocity and a
high multipath environment. Successful synchronization was achieved in
these environments. The trip log shows a check with NASA at Ascension
Island which was typical of attempts to verify the operation of the
portable clock at stopovers. It took half a day of negotiations to
obtain a ride to the NASA site (on the other side of the island).

Figure 8 shows the main building at the site, which housed an HP Cesium
Standard that was estimated to be within 25 usec of UTC. Based upon
known aging characteristics (figure 7) of the SEACOM portable clock,

the SEACOM time was known to be within 10 usec of UTC. Figure 6 also
indicates a power disruption at Rio caused by a blown fuse when the
portable clock was inadvertantly plugged in the wrong outlet. In Lima,
Peru the aircraft was in range of the LES 8 satellite for the first time
and a time check was possible which showed a time offset consistent with
the drift rate measured on 7 September.

A number of clock synchronization techniques were attempted during the
course of this program and they are listed in figure 9. The "Hot Turn-
On" was the method of timekeeping intended by the manufacturer whereby
the time was maintained by the battery in the integral frequency
standard for short (less than 3 hours) power turn offs. A second
technique was the use of a second clock with a compatible time code.
Time could be transferred by connecting a cable between the two clocks.
However, existing portable clocks usually do not have time code gener-
ators. These portable clocks can be used by manually entering the time
via thumbwheel switches and synchronizing with a 1 PPS signal. If the
accuracy of the portable clock was in doubt, a manual search could be
made by offsetting the "range" control which can be varied in 500 Km/HR
(2 msec) steps. This method could be very tedious and time consuming
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since only one trial can be made during each 4 second frame. During the
test program, a UHF satellite communications channel was available to
relay test procedures and instructions. A “coarse" time calibration was
occasionally used by having one operator "mark" his own time while the
other noted his time. This technique was successful only when a precise
1 PPS signal was available. For local operation, it was occasionally
possible to use a line-of-sight radio to a phone patch for the. same
technique. A feature designed into the modem, but never made opera-
tional, was for the transmitting modem to broadcast its own time code.
The receive modem could then automatically acquire this time and reset
its own clock.

RECOMMENDATIONS

A number of potential improvements to the SEACOM design could be imple-
mented for operational military airborne satellite communications as
shown in figure 10. The broadcast time of day could be a part of the
network control that would broadcast a time code on a communications
channel. This technique places the burden of synchronization on the
transmitting source. The second approach provides the receiving
operator with an optional mode that would permit a wide time search if
synchronization were not achieved. This mode of operation is widely
used in military communications networks and is generally referred to
as a "net entry" mode, which is used by terminals which are entering the
network for the first time or have had an extended outage. For example,
a span of 1 second could be searched in 3 minutes with the existing
equipment. A third technique would be to use a waveform that would be
more tolerant of time offsets. Reduction of the PN rate would reduce
the required synchronization time, allowing a larger initial time error
to be accommodated in the short synchronization time. The last concept
is more generalized and expanded in figure 11. This concept is pri-
marily for test and evaluation efforts. The ideal portable clock would
be capable of being carried in one hand across an aircraft rarking area
as well as up and down crew access ladders. Tt would be capable of
operating on prime power anywhere in the world with automatic switching
and tolerate the long delays between power down and access to prime
bower. It would interface with a serial or parallel time code "buss"
(the specific type being determined by the system) and have the capa-
bility to measure the difference between an external 1 PPS signal and
its own 1 PPS signal. Controls and indicators would be kept to an
absolute minimum, particularly on the front panel. Reliability and
pPrice are also important considerations.
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Figure 4. Crew Entry Ladder for C-135
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Figure 6. Overseas Test Flight Path
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Figure 9. Initial Synchronization
Techniques (In Order of Increasing
Difficulty/Reliability)

WEIGHT < 30 LBS PER ITEM
PRIME POWER 110/230 v #207

50 - 400 Hz

AuTOMATIC SELECTION
STANDBY POWER 4 HrRs @ AmB. TemP
OUTPUTS 1 PPS

5 MHz

“BUSS” Time CopE
INPUTS 1 PPS

"BUSS” Time Cope
DISPLAY DAY, HR, MIN, SEC

A (IPPS)
INDICATORS ABSOLUTE MINIMUM
CONTROLS ABSOLUTE MINIMUM

(NONE ON OUTSIDE FRONT COVER)

Figure 11. The “Ideal’ Portable Clock
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QUESTIONS AND ANSWERS

DR. STEIN:

I think there are several programs which require just such a device
as your ideal portable clock. And I believe such a device is being
procured for the MECON program. Is there any cooperation between
these different groups?

DR. NICHOLS:

I would say no. Raytheon is currently building a SHF satellite
communications terminal for airborne uses and they are developing
a portable clock for that. And I had an opportunity to go to the
design review a couple of weeks ago and that portable clock was
developed-- and I think that was why I put my ideal portable clock
ideas up, because they developed it out of their own experience
without going to the community at large and I think they are going
to have problems with that clock. It has too many bells and
whistles on it and they tried to make it do too many things and
when they get it in the field it is just not going to work. That
was my experience that the more things that could go wrong, when
you get out there in these remote locations, the more that do go
wrong.

MR. CHARLES GAMBEL, Air Force Metrology Center
And you said you made these tests in 19782
DR, NICHOLS:
Yes.
MR. GAMBEL:
You said you didn't have any time in Thule, Greenland--
DR. NICHOLS:
Now, you have to remember that I am in an operational situation.
I am in an airplane that is coming into a strange location and we
go into the operations center, and, you know, time could be avail-
able next door, but the question is, do I know about it. And this

is a problem too. Does the left hand know what the right hand is
doing. You are going to say time was available in Thule.
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MR. GAMBEL:

Yes. Time was available at Thule to 10 microseconds, and also was
available in Hawaii. I just couldn't understand why it wasn't
made available to you.

DR. NICHOLS:

Well, in Hawaii we went to PMEL and all the guy had was a WWVH
receiver. It is probably another case of, maybe in another
building someone had better time, but asking at the operations
center, which is the people we dealt with as a transient air-
craft, that was what we had to work with.

MR. GAMBEL:
Okay. Thank you.
DR. FRED WALLS, National Bureau of Standards

Let me again reiterate a plea for commonality in cooperation so
that one ends up with standardized building blocks of a common
frequency. And the reason for that is something that you have
pointed out, several other people have pointed out, and that is
survivability and reliability. If you produce a clock, a porta-
ble clock, a clock that goes in JTIDS, CTOC, or whatever, the
experience has been until you make many of those things, perhaps
as many as a hundred, the reliability is going to be low. And
so if you have several of these, perhaps in different sets, that
are all in the same frequency, they can act as reliability buf-
fers for you, so if you have a failure in one you can use the
frequency of one in another, and you get a great deal more ex-
perience so that you have many, many units deployed in the field
and we can learn some of the design flaws and hardware flaws in
these.

DR. NICHOLS:

I guess that fairly well summarizes what I was trying to do; the
main point of my presentation.

MR. KAHAN:

Just to reiterate what Dr. Stein was mentioning, a clock, if you
argue ideal conditions is being developed and further beginning
with the cesium, especially for the EC-135 to go up the full
ladder, up and down, that is the exact application it is being
developed for.
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DR. NICHOLS:
It would appear that Raytheon isn't aware of that--
MR. KAHAN:
No.
DR. NICHOLS:
——because that is not the approach they are taking.
MR. KAHAN:
I don't know about the Raytheon clock and I am not aware of that,
but a cesium clock is being developed for the EC-135, portable,
less than 30 pounds and all the attributes that you listed.
MR. BILL PICKSTON! Ford Aerospace Communication Corporation
I would like to know who is developing that clock?
MR. KAHAN:

It was reported on at the Atlantic City conference last summer
by Frequency Electronics.
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LIMITATIONS ON LONG-TERM STABILITY AND
ACCURACY IN ATOMIC CLOCKS*

D. J. Wineland
National Bureau of Standards
Boulder, Colorado

ABSTRACT

The 1limits to accuracy and tong-term stability in
present atomic clocks are examined. In order to achieve
a significant increase in performance, it appears that
the limitations must be attacked on a fundamental level.
For instance, the problem of residual first-order and
second-order Doppler shifts has for many years been
approached by asking how we can better measure these
shifts. A more fundamental approach might be to ask how
we can significantly lower the velocity of the atoms.

An attempt will be made to put recent proposals for new
frequency standards into perspective. The advantages
and disadvantageskof frequency standards based on such
ideas as laser transitions, single atoms, and atom

cooling are examined. In addition, the applicability of

some of these new techniques to existing standards is
discussed.

*Supported in part by the Air Force Office of Scientific
Research.
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INTRODUCTION

This paper attempts to answer the question: "What new ideas can
lead to fundamental improvements in atomic frequency standards?"
Since my answer can't be totally objective, what follows is vulner-
able to criticism; nevertheless, it will be useful to examine some

of these new ideas and speculate on what they might lead to.

This paper is not a survey of all new ideas for frequency stan-
dards; rather, some of these new ideas are used as examples to
illustrate general areas in which fundamental problems might be
attacked. Also, one will notice that the application of some of
these ideas are impractical at the present time for a field usable
standard, but most could be realized in a laboratory so that they
may have more immediate application to a "primary" standard.

To make the problem somewhat more tractable, it will be assumed
that the important question to ask is how to improve accuracy and

that the improved long-term stability will naturally follow if the
accuracy can be improved. I contend that this is generally true
" if not pushed too far; for example, if a way were found to drasti-
cally reduce wall shift, spin exchange shift, second-order Doppler
shift, etc. in the H-maser then the fluctuations of these effects
(which limit long-term stability) will also be reduced. We must
also of course assume that we can improve the signal-to-noise
so that the anticipated aécuracy increase can be measured in a
reasonable length of time.

In any case, the approach will be to ask not how we can better
measure those effects in atomic clocks which 1imit their accuracy
and long-term stability, but how we can get rid of them.

~
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Later we will briefly ask what new ideas are likely to improve
atomic clocks based on hydrogen, rubidium and cesium. More impor-
tantly, it will be interesting to look at other ideas for "atomic"
clocks. First, however, it is useful to reexamine the ground
rules—that is, what features do we really want in a frequency
standard?

BASICS OF ATOMIC FREQUENCY STANDARDS
The requirements for making a good frequency standard are fairly

[1],

(1) it must be reproducible, and

simple

(2) it must be "reasonably usable," in the sense that it should
have an output frequency easily used in measurements.

The first requirement implies that bulk devices (such as quartz

crystal resonators, macroscopic rigid rotors, or superconducting
cavity oscillators) are undesirable, because the frequency depends
on parameters, such as size, that are difficult to control. This

shortcoming does not, however, rule out the use of these devices

as calibrated "f]ywhee]s" (i.e., free running, stable clocks).

Atomic (or molecular) resonances provide the necessary reproduci-
bility; one derives a "standard" frequency v, in terms of the
energy difference between two states of the atom with energies E;
and E; by the relation hvo = E, - E4 where h is Planck's constant.
To ensure reproducibility between different observations, the
measured frequency is usually referred to the value that would be
obtained in free space; consequently, various corrections are
necessary to take account of environmental factors, such as mag-
netic fields. The problem then reduces to correcting for the
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various perturbations to the measured frequency. Our task in this
paper is to ask how we can significantly reduce (or adequately
resolve) these perturbations.

0f course, perturbations at some Tevel will always exist so we
will a]go ask how we can reduce their influence. In many cases,
the perturbations to the measured resonance frequency are propor-
tional to Q-! where Q = xb/Av, and Av is the width (in frequency
units) of the energy difference measured at the half power points;
therefore a high Q is desirable. Also, all measurements are
limited in precision by various sources of noise. The fractional
frequency stability oy(t) relates to Q and signal-to-noise by

N S -1
oy(t) = |1Qy (v)

where S/N(t) is the signal-to-noise ratio as a function of aver-
aging time t.

Satisfying the second requirement depends on technological limita-
tions and may rule out some interesting frequency-standard possi-
bilities. The output of the device (i.e., the operating frequency)
must be convenient for general application. At the present time,
this rules out for example, the use of certain transitions that
can be observed at very high frequencies such as those in nuclei.
Although the Q of these Mdssbauer transitions can be as high as
1015,[2] they are not generally usable because neither frequency
nor wavelengths can be accurately measured in the gamma-ray region.
In general, we can say that if we have a frequency standard which
operates at a frequency v, we must be able to divide this frequen-
cy down (or multiply up a reference oscillator for comparison) in
order to use the standard as a clock — that is, provide timing



signals. (We note however, that the use of the standard as a clock
is not needed in some applications; for example, the gravitational
red shift was first measured intercomparing the frequencies of two
spatially separated samples using Méssbauer transitions.[z])

We can summarize our criteria for a good general frequency stan-

dard as:
(a) S/N large.
(b) Q large.

(c) Small perturbations to the frequency.
(d) Must be able to measure frequency.

REALIZATION OF THE CRITERIA

We, of course, quickly learn that it is not easy to satisfy all
these criteria simultaneously. Some of the reasons for this are
fundamental, some are practical.

The resolution and Q is fundamentally limited by the Heisenberg
uncertainty relation on time and energy:

AEAt 5 h/2.

Thus, for a single atom, if we have a time At to measure the
energy-level difference E, - E;, the measurement will be uncertain
by at least an amount AE. Specifically, At may arise from the
time of flight (transit time) of an atom through the apparatus, or
from the Tifetime of the atom in one or both of its energy states.
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The uncertainty relation yields a fractional uncertainty in energy
of AE/(E, - E;) = Q-1. We can, of course, make AE small by making
At large; this may be accomplished by slowing down the atoms as

much as possible or by confining them. Unfortunately, the process
of confinement causes perturbations such as the wall shift in the

H-maser and buffer gas shifts as in the Rb frequency standard.

Also, there is often a trade-off between signal-to-noise and Q.
Extremely high Q does not guarantee a good frequency standard
because, if the signal-to-noise ratio is small, it may take an
impractical length of time to realize the accuracy. Conversely,
we can increase S/N at the expense of Q, as in gas cell standards,
where S/N can be increased by increasing number, but we also

increase perturbations due to atom-atom collisions.

An important category of perturbations which exists in all frequen-
cy standards to varying degrees is that of Doppler shifts. Doppler
effects are related to the particular method of confinement. They
represent perhaps the most important problem Timiting the accuracy
and resolution of existing or proposed frequency standards. In
the usual way we can say that if an absorber of radiation moves
relative to the source, the observed resonance frequency is shift-
ed to the value

~ > _ 1 (v
Waps = W * K-V 2 Y (c) T Mc?

where the velocity v and wave vector k are measured relative to
the source and M is the atomic mass. The first-order Doppler
shift (k-v), the "second-order" Doppler shift, ((v/¢)2) and the
"recoil shift (the last term) can be understood in terms of conser-
vation of energy and momentum in the absorption process. The
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so-called "second-order" Doppler shift is merely the relativistic
time-dilation factor resulting from the movement of the atom
relative to the apparatus. Its effect is small but important,
particularly if we are talking about improving the state of the
art. We can describe the first-order shift in terms of time
dependence of a plane electromagnetic wave as seen by an atom. We
have for the electric field

E(x,t) = ﬁo sin (K - X - wt + ¢)

where X is the atom position, kK is the field wave vector
(K'Eo = 0), and ¢ is an arbitrary phase factor. If X = 3Xt then

E(t) = ﬁo sin [(k - 3X - w)t + ¢]

~and the particle sees a sinusoidally varying field of frequency
w =w- K - 3x' If uncompensated, the result is the familiar
Doppler broadening because, typically, the atoms in a sample have
a Maxwellian velocity distribution leading to a distribution of w”
values. If one observes the full Doppler width, then the Q of the
transition is limited to about 106 for room-temperature samples.
If the particle is confined within dimensions |§] <k-1 (the so-
called "Dicke regime”)[3] the resonance spectrum has a sharp
central feature with natural width (Fig. 1). V

This technique is of course used in the H-maser and Rb gas cell
frequency standards and accounts for the negligible first-order
Doppler effects. However, the price we have paid to avoid the
first-order Doppler effect is the frequency shifts due to con-
finement (collision shifts).
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To avoid the perturbing effects of confinement, a common approach
is to use atomic beams. The most successful approach to avoid the
'first-order Doppler effect in this case is to make the atoms
interact with the radiation in two, phase-coherent, spatially
separated interaction regions. In each interaction region, the
condition K~7xAt $1 is satisfied—where Wt is now the transit
time through one of the interaction regions. However, the Q is
now determined by the much longer transit time between inter-
action regions. This principle is the basis of Ramsey's separated
oscillatory field technique[4] which is used in all commercial and
laboratory cesium clocks. Because it uses an atomic beam, the
cesium device is free of the confining shifts, but suffers from
residual first-order Doppler shifts due to the presence of run-
ning-wave components in the interaction cavities. This inability
to obtain pure standing waves generally affects all of the "sub-
Doppler" techniques where there is a net velocity associated with
the atoms. Thus, we have a tradeoff between the confinement
techniques, which "eliminate" first-order Doppler shifts but
introduce perturbations due to the confinement, and the "free'"-
atom techniques, which have no confinement perturbation but intro-
duce Doppler shifts. Moreover, all of the techniques, including
those employing Dicke narrowing, suffer from the "second-order"
Doppler shift because the atoms have a non-zero motion. Thus, if
we hope to fundamentally improve the performance of frequency
standards, we must address the question of Doppler shifts.

PRESENT LIMITS ON COMMON FREQUENCY STANDARDS

The-1imitatiens-on accuracy.and stability for present day frequen-
cy standards will be discussed more completely in another paper
for this meeting by F. L. Walls. However, we briefly Tist the
limitations and some possible cures.
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Beam Devices (Cesijum)

The dominant limitation appears to be due to cavity phase shift,
which is a form of residual first-order Doppler effect. To first-
order this effect can be measured by reversing the beam direction.
It can be nulied [5] if measured periodically; however, exact beam
retrace is required. This difficulty, along with the problem that
the phase shift has a spatial dependence across the cross-section
of the beam,[e] makes it difficult to deal with. The retrace
problem and the problem of a spatially distributed phase shift
are, in principle, eliminated if superconducting cavities are
used.[7] These problems are substantially suppressed if an axial-
ly symmetric beam of small cross-séction is used,[5] if a two-
frequency interrogation method is used,[g] or if optical pumping
state selection and detection is used.[g] Although the two-fre-
quency method results in a degradation of Q by a factor of about
3, it has the advantage in possible commercial application in that
beam reversal is not required to null the phase shift.[g] It
would seem that more work needs to be invested to study these
types of problems; a testament to this is the as yet unexplained
frequency shift sometimes observed in cesium beam standards when
the C field is reversed.[5’6’10’11]

Gas Cell Storage Devices (Hydrogen and Rubidium)

The fundamental limitations on accuracy appears to be due to our
inability to measure the confinement shifts in the devices. For
hydrogen, one might argue that the 1imit on long-term stability is
due to cavity mistuning, but as this problem becomes solved by
spin-exchange tuning[lz] or cavity interrogating methods,[13] then
the problem of the wall shift becomes more important. The varia-
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[14,15,16] or "large box”[17] techniques are appealing,

ble volume
but have a problem in that the surfaces for both bulb configura-

tions are not exactly the same.

The problems with the rubidium buffer gas standard are generically-

the same, although it suffers from incomplete spatial averaging.[18]

[18] 211 shifts

become important. The problems associated with light shifts can

If coated cells are used to combat this problem,
. . [19] .

be attacked using pulsing or perhaps diode laser sources.

NEW IDEAS FOR FUNDAMENTAL IMPROVEMENTS

This section attempts to highlight new ideas which may bring about
fundamental improvements in atomic frequency standards. The
selection of topics in this section is, of course, somewhat arbi-
trary, but hopefully is representative of those methods which may
be applicable in the not-too-distant future. With some of these
ideas it may be difficult to envisage a practical device, let
alone a commercial device; however, if one has faith in the ad-
vancement of the general technology, they may in the future become
quite practical.

A. Cold Atoms

The advantage of using "cold" or low velocity atoms has been
realized for quite some time. Not only is the interaction time of
atoms increased—thereby increasing Q in a fundamental way, but
the problem of second-order and residual first-order Doppler
shifts are attacked in a fundamental way. The possibility of
using very slow atomic beams was investigated as early as 1953 by

[20]

Zacharias in his "Fountain" experiment. In principle, only
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the very slow atoms from an effusive source were selected by
gravity. Unfortunately, the number of slow atoms available was
too small to be useful. Since that time, various attempts have
been made to produce slow atoms, but with very limited success.
Some of the more recent experiments are mentioned here.

1. Cold Hydrogen: Very recently, hydrogen storage devices
[21,22,23,24]

have been operated at cryogenic temperatures.

In the experiments of Crampton et.a].,[21]

the storage bulb
was coated with solid H, at 4.2K and although their experi-
ments showed a rather Tlarge phase shift per collision

(2 - 0.3 rad), this work may prove to be very useful in
studies of the general problem. Moreover, a similar device
might be used to generate a cold beam of polarized atomic
hydrogen in other frequency standard schemes. In the work of

[22] maser oscillation was achieved down to 25K

Vessot et.al.,
and Q's of ~2 x.10% were observed at 50K using a surface of
tetrafluoromethane. Aside from the reduction in second-order
Doppler shifts, low temperature H-storage devices have the
following possible advantages:

a. Thermal noise is substantially reduced.[23’25]
This affects the intrinsic maser stability and can also
reduce the additive white phase noise, which is external

to the maser.

b. Spin exchange collision rates are reduced by about
two orders of magnitude.[za’zs] Hence, the maser could
operate with higher line Q at increased flux. At higher
flux, the power could be increased[25] or the maser
operated with lower cavity Q,[23] thus reducing cavity
pulling.
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c. Mechanical rigidity should be more easily maintained

[23,25]

at low temperatures resulting in more stable

cavity pulling, etc.

Investigations will continue to search for wall coatings

(perhaps frozen inert gases) which will give stable surfaces
with small wall shift. Such investigations may hopefully
give very good results in the future.

2. Laser Cooling: Aside from the interesting results obtain-

ed with hydrogen, there have been many attempts to make
cryogenic beam sources for other atoms, but temperatures
below about 50K have been difficult to achieve. In 1975,
independent proposals were made to cool down a gas of neutral
[26] [27]

radiation pressure. Since then, substantial cooling (<0.5K)
[28]

atoms or ions bound in an electromagnetic trap using

has been achieved for bound ions and although only very

limited atomic beam cooling has yet been obtained,[zg] the

potential for substantial cooling exists.

For free atoms or weakly bound ions (motional vibration
frequency << optical transition 1linewidth), the cooling
process is exp]ained[30] by simply considering conservation
of momentum and energy in a photon scattering event. If we
average over the possible directions of reemission, we can

find the average kinetic energy change per scattering event
[30]
to be

AK.E. (atom) = Hk - v + 2R (1)

where R is the "recoil" energy R = (Hk)2/2M, k is the photon
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wave vector and vV is the atomic velocity before the scatter-
ing event. Since the scattering process is resonant, we can
tune our light source (laser) below the atomic rest frequency,
so that the atoms absorb only when they move toward the
laser. Thus, we can make ik + v <-2R and the atoms lose
kinetic energy. Qualitatively, the atom's motion is retarded
when it moves toward the laser becauseAit receives a momentum

kick in a direction opposite to Vv for each scattering event.

This cooling process makes the possibility of stored ion
frequency standards more attractive (see below), but a prac-
tical scheme for producing a slow atomic beam of adequate
flux has not yet been demonstrated. Nevertheless, the possi-
bi1ity[30] of very low temperatures (< 10-3 to 10-% K for
strongly allowed transitions, less for weakly allowed transi-

tions) makes this an attractive area of investigation.

B. Optical Traps

In the last few years, a fair number of papers have been written
about the possibility of trapping neutral atoms in near-resonant
light fields.[31] More recently, the dipole forces necessary for
optical trapping have been demonstrated by a group at Bell

Labs.[32]

trapped in "cells" of a standing wave light field of dimensions

Such trapping is very attractive because atoms could be

A/2. Hence, the potential confinement is extremely tight, i.e.,
the atoms would be well localized. The main disadvantage of this
method for spectroscopy appears to be that in order to provide
trapping, an optical transition must be driven at near saturation.
Hence, any transition that might be interesting enough to provide
a frequency standard would be broadened by the laser and also
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subject to substantial light shifts. It would seem that the cure
for this problem would be to turn off the "trapping" Taser while
the frequency standard transition is investigated. However, even
if the theoretical 1imit[30’31] on laser radiation pressure cooling
could be obtained, the velocity is still rather high (for Na atoms

v ~ 30 cm/sec) and the atoms would diffuse away from the

min
trapping region while the trapping fields are off.

Even if a way around these difficulties is not found, the optical
- traps might be incorporated with laser cooling to provide a cold
beam source. For example, the optical trap might be in the form
of a tube (focused Gaussian laser beam) in which the atom could be
laser cooled and then allowed to escape from one end. As yet, a

practical scheme for this has not been suggested.

C. Stored Ions

The possibility of obtaining very high resolution spectroscopy
with jons stored in electromagnetic traps had been realized very
early by Dehmelt and was developed in the early stages by him and
his co~workers.t33] Since that time, the radio-frequency (r.f.)
trap has been developed to give rather encouraging numbers for an
optically pumped ion standard. Noteworthy are the experiments of
Major and Werth on mercury, which have been extended by others.[34]
This device uses optical pumping—double resonance (pumping from a
lamp) to detect the ground state hyperfine resonance in 199Hg+

(~40 GHz) and gives estimated stabilities near Oy(I) = 10-12 r_%.
This success has prompted at least one commercial company to

investigate the feasibility of such a standard.
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The development of ion-storage frequency standards has been slowed
somewhat because:

(1) The number of ions that can be stored is very small
(typically a maximum of about 10 for a trap with ~lcm
dimensions). This, coupled with the problem of the
relatively low intensity of 1ight from lamp sources for
optical pumping and detection, has made resonance sig-
nals fairly weak.

(2) The presence of significant second-order Doppler shifts
in experiments with traps (particularly r.f. traps) has
been recognized for some time. Although one has various
ways of measuring the velocity distribution,[35] this
problem poses a serious limitation.

It may now be possible to overcome these limitations by using
tunable lasers. By using a laser for optical pumping and detec-
tion, rather remarkable signals can be obtained. This is evi-

denced in two experiments[zg]:

(1) In the NBS experiments on Mg+, the scattered photons
- from only about 500 Mg+ ions stored in a Penning trap
were observed with a signal to background of about 100.
In this same experiment, the count rate was about
25,000/sec, while the net detection efficiency was only
about 3 x 10-°. This could be increased by 2 orders of
magnitude in future designs. |

(2) More dramatically, in the experiments at Heidelberg, a

single Ba' ion contained in a miniture r.f. trap was
photographed with good contrast.

95



In both of these experiments, the ions were laser cooled to sub-

stantially less than 1 K, hence the second-order Doppler shift

was greatly suppressed.

Other advantages occur if one uses a laser in an ion storage

experiment:

(1)

(2)

Extremely weak optical pumping processes can be realiz-
ed. This was demonstrated in the experiments at NBS
where 25Mg+ was pumped into the (M, = -4, My = -5/é)
ground state. Although many absorption-reemission
cycles are required for this pumping to occur, this is
acceptable since the ions remain"inﬁihe trap essentially
indefinitely, and laser intensities can nearly saturate

the optical transition.

Transitions in double resonance experiments can be
detected with nearly unit efficiency. In the experi-
ments at NBS, the ions were caught in an optical trap
(to be distinguished from spatial optical traps describ-
ed earlier). That is, the ions were optically excited
from a particular ground state level to a particular
excited state level and (by selection rules) were forced
to fall back into the original ground state level (this
process can be repeated at very high rates). Thus, if
we can arrange to drive a microwave transition (which

“will be, say, our frequency standard transition) that

populates (or depopulates) the lower optical level, then
we can produce (or exclude) many scattered optical

photons for each ion that has made a microwave transi-
tion.[36] This process allows one to compensate for the
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loss in collection efficiency due, for example, to small
solid angle or small quantum efficiency in the photon

detector so that we can effettive1y detect atoms with

unit efficiency (The ability to achieve many scattered
photons for one microwave photon was realized in ref.

36, but the S/N was incorrectly over-estimated). For
example, if we can trap 10% ions, then the signal-to-

noise in the detection process can be about 103, even

though we may collect only about 1% of the total scat-
tered photons.

It is useful to briefly compare the r.f. and Penning traps for
possible frequency standard application. As is often pointed out,
the r.f. trap has the potential advantage that magnetic fields are
not required so that magnetic field induced frequency shifts do
not pose a problem. However, this apparent difficulty can be
overcome in the Penning trap by working at field extremum
points.[36’37] A disadvantage of the r.f. trap not shared by the
Penning trap is the effect of r.f. heating. Although not totally
understood, it has prevented cold temperatures from being achieved
except for very small numbers of ions. A possible disadvantage of
the Penning trap is that the jons are in an unstable equilibrium
in the trap; whereas, for the r.f. trap, the orbits are stable.
This problem appears to have been overcome in recent experiments
however, and indefinite confinement in a Penning trap should be

possib]e.[38]

At this point, it is unclear which type of trap
will ultimately be better and more experiments are needed to
decide this question. Perhaps a more important question to be
addressed in the immediate future is how to get better optical
sources for pumping and detection at the required frequencies.

Simple schemes[39] are difficult to come by, but this difficulty
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can be partially overcome by finding narrow band sources farther
in the u.v.(< 210nm).

Nevertheless, ion trap derived standards are extfeme]y attractive
because they satisfy the confinement problem without causing

 significant perturbations (essentially indefinite confinement

appears possible—implying no first-order Doppler shifts and
confinement shifts are estimated to be below 10-1°). In this
regard, they may be unique and deserve more attention in the
future.

D. Laser Standards

With high probability, the frequency and time standards of the
future will be based on optical transitions in atoms or molecules.
This conjecture relies mainly on the idea that in a given system,
if the lifetime of the transition remains reasonably fixed due to .
relaxation, transit time, etc., then the Q of the transition
scales with frequency. However, before laser standards are real-
jzed, some crucial obstacles must be overcome. These problems are
addressed below (see also a detailed review of precision, stable
lasers by J. Ha11[40]).

In contemplating laser standards, one first must realize that we
are likely to be more susceptible to first-order Doppler shift

since the wavelength of the radiation is so small; i.e., the Dicke
criterion is harder to realize. However, the confinement criter-

jon can be relaxed in important ways.

When we cannot meet the condition |§| << k-1, there is still the
possibility of obtaining the same effect if we can satisfy the
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more general condition K-ZxAt fl, where At is the transit time of
the atom through the apparatus. This is the general condition
that must be met in a molecular beam apparatus. It allows for
saturated absorption ("Lamb-dip") spectroscopy where atoms satis-
fying this condition are preferentially detected. Qualitatively,
in this case, the detected atoms traverse the apparatus in a
direction nearly normal to the traveling-wave propagation direc-
tion, and, therefore, the spatial phase change of the field exper-
ienced by the atoms is less than one radian.

The confinement problem has a rather unique solution, in the form
of Doppler-free, two-photon spectroscopy. Here the atom interacts
with counter-propagating plane waves of frequency vO/Z. The atom
can resonantly absorb two photons simultaneously, one of frequency
1/2\)0(1 + 3-E/c)~from one of the running waves and one with frequen-
cy 1/2\)0(1 - v-k/c) from the counterrunning wave. The total
energy from the two photons is hvo, independent of the atomic
velocity (to first order). Important applications exist in the
optical region,[41] but the technique may be Timited in accuracy
by dynamic Stark shifts resulting from the required intense light
field. '

Therefore, the problem of first-order Doppler shifts can be solved,
but as 1is true in the case of microwave frequency standards,
residual first-order Doppler shifts can occur.[40] Moreover, the
second-order Doppler shift remains unchanged.

As of now, rather impressive performance has been achieved with

laser standards. For examp1e,[40]

methane stabilized He-Ne lasers
have been used to probe external methane resonances using satura-

tion spectroscopy with Q > 10! and stabilities of 10-14. However,
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the velocity distribution of the interrogated molecules is diffi-
cult to evaluate and accuracy capabilities better than 10-13 will
be difficult to achieve. In an experiment using a dye laser to
observe saturated absorption resonances in an atomic Ca beam,[42]
line Q's greater than 10! were observed; however, a primary
limitation in accuracy in this experiment, as well as those on
CH,, was the uncertainty in the second-order Doppler shift.
Therefore, we note that possible laser standards must be attacked
on a similar front as the microwave standards—that is, how can we
reduce the Doppler shifts? Certainly some of the same cooling
techniques as mentioned previously can be used; in addition, the
use of ions stored in. a trap will have the advantage of long

confinement time with small perturbations.

Before such laser standards can be rea]ized, we must solve two
other basic problems:

(1) Stable laser sources must be found. As in the microwave
case, the local oscillators used in optical frequency
standards must have the required short-term stability or
the desired accuracy will not be realized in a reason-
able length of time. At present, some gas-discharge
lasers meet this requirement[40]; however, these lasers
are very limited in tuning and therefore only in rare
instances have a frequency which coincides with a trans-
jtion in a molecule or atom that might give a frequency
standard. Dye, diode, and color center lasers give the
desired tunability; however, this wide tunability and
fluctuations in the dye medium, for example, make them
far less stable. Nevertheless, superior stabilization
schemes and perhaps new lasers will undoubtedly be found
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(2)

and the problem of (local-oscillator) short-term stabil-
ity will be solved.

If one desires to use a frequency standard as a time
standard, one must in effect be able to count cycles of
the oscillation. Phase-coherent measurements are at
present very difficult to carry out at frequencies above
about 100 GHz. However, by using harmonic mixing tech-
niques in a boot strap fashion,[43] laser frequencies
have now been compared to the cesium hyperfine frequenty.
This has so far only been done in a non phase-coherent
way in a frequency synthesis chain such as that of ref;
43 shown in Fig 2. Accuracies of intercomparison are
near the 10-10 level. In order for an optical frequency
standard to provide time, phase-coherence would have to
be included at each step in this chain. This seems to be
a fairly complicated (although achievable) proposition
[43] are realized.
In dealing with this problem, one should of course
recall that there are other uses of frequency standards
than providing time. For example, some very interesting
tests of gravitational effects can be examined[40’44]
using optical frequency standards, if all that is requir-
ed is to'intercompare two optical frequencies—a task

even if somewhat more simplified chains

which is trivial compared to providing time. However,
the time problem is very important and a solution to the
frequency synthesis problem should be sought. A concep-
[45] might be able to
accomplish one-step frequency division from optical

tually simple but unproven scheme

frequencies to microwave frequencies.
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E. Single Atom (Ion) Frequency Standards

The idea of using a single atom is, of course, very appealing
since, if suitably confined, it can be isolated from the perturbing
influence of other atoms. Dehmelt was the first to suggest such
an idea.[46] He proposed to use an optical transition 1in 10"
(150 > 3PO transition @ 202 nm Q = 10'¢) in an r.f. trap. The
additonal advantage of using a single ion confined to the center
of an electromagnetic trap is that combined with laser cooling, it
should be possible to closely satisfy the Dicke criterion in the
optical region on an essentially unperturbed atom. Other possi-
bilities exist, such as the B* ion, whose structure is shown in
Fig. 3. This ion is also interesting because the fine structure
transitions with Q 2 1011 could provide a possible standard where
the frequencies are fairly easily measured with state of the art
precision. (This experiment could also of course be performed on a

L4

cloud of ions in a trap).

The primary drawback to using a single ion (or perhaps a single

neutral atom in an optical trap) is that the S/N is rather poor.

Therefore, single ion standards would seem to be more viable at
very high frequencies where the Q can be quite high. Since the
perturbations between many cold ions in an electromagnetic trap

can be very small anyway, the use of a single jon may only be a

philosophical advantage if one uses longer wavelengths. Of course,
only the future will tell!
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FIGURE 1. Part A shows the situation when the atoms are unbound
and the resohance feature has‘the full Doppler width AvD = (v/c)vo.
wWhen the atom is confined to dimensions less than the wavelength,
the Doppler profile is suppressed and the central feature has the
natural width Av. This condition is most easily realized in the

microwave region of the spectrum.
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QUESTIONS AND ANSWERS

DR. VESSOT:

Just a couple of comments. First, I think, I might remind you that
the idea of running a cold clock came from Zacharias in 1958 and
1959, and I know because I was sweating bullets trying to get a
cesium maser to work. And Zak had the idea, which I think is an
excellent one. Remember that fountain experiment which did not
work because of no slow atoms, he thought the idea might have been
to buffer these gases to a slow velocity. So he took a beam of
cesium and ran it into a cavity at 2 kelvins, where we had a buffer
gas of helium. It didn't work. We looked for 10 to the minus 18
watts and didn't find any. But I think it was the germ of the idea
of going to low temperatures.

The other thing is that, it is a minor point, but I thought I
would bring it up, in that Blomberg, Madison, and I have gotten to
25 kelvins to make the maser oscillate and the importance of that
is, it is not just a question of how close can you get, but I
think we are getting close to another threhold and that is super-
conductivity. And if we can use superconducting effects for
magnetic shields and perhaps improve a bit the Q of the cavity,
which is really a very minor point, because you don't want any at
those temperatures, but at least improve the power transfer, the
RF power. There are some marvelously useful properties there that
I think can be exciting.

QUESTION:

There was quite a bit of published work on a heat clock using
magnesium that was done in Italy by a man named Luria, and three
papers were published and then it suddenly disappeared. And I
would like to know what happened? It seemed very promising.

DR WINELAND:

Okay. I think you are talking about the infrared, rather high
microwave transitions in the finite structure of magnesium? Okay.
I don't know the status of that work at present. I know, for
example, that Strumia was working on it. Dr. Leschiutta may want
to comment on that.

DR. LESCHIUTTA:
Yes, thank you. The problem is dissipation after they have made

the magnesium beam, we ran into serious problems in order to obtain
enough microwaves at the right frequency. We made a synthesis of
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the frequency but with a power level not sufficient in order to
detect the transition. This was the major problem.

And second, the work was stopped in the last year because,
T must confess, the people who were working on that magnesium stan-
dard left. We hope to resume that work but at the moment the work
is stopped. Thank you very much.

DR. WINELAND:

Let me also add that there is another group working on that, at
least one other group, and that is ~- I am afraid I don't know the
leader, but at least the guy who is really doing the work, or at
least part of the work is Bill Bloomberg at Lincoln Labs. And they,
for example, are using Schotky diodes to mix and generate milli-
meter waves to interrogate, for example, just those transitioms.

I know they are thinking about magnesium. But I don't know the
status of that work.

QUESTION:
But that is not a beam though.

DR. WINELAND:

At present it is not, but I know they are thinking about beams for
the future. The idea is the same.

MR. HARRY PETERS:

I thought I would mention in relation to hydrogen, there was some
work at Goddard Space Flight Center about five years ago with a
hydrogen beam device where nice resonances in a real device were
obtained with atoms which were at 10 degrees kelvin. These used a
source similar to a hydrogen maser source but which was cooled with
liquid nitrogen and low velocity atoms were selected from that. T
think it still has possibilities.

DR. WINELAND:

Yes, Harry. I apologize. I am aware of that work. I tried to
uniformly slight the various fields. I had trouble covering the
different ideas but I am aware of that work and I apologize for

not being able really to cover some of those other interesting
things.
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THE PERFORMANCE OF PRIMARY Cs BEAM CLOCKS USING
QUADRUPOLE AND HEXAPOLE DEFLECTION SYSTEMS.
CONSEQUENCES FOR TIME KEEPING

Gerhard Becker

Physikalisch-Technische Bundesanstalt
D-33 Braunschweig, Federal Republic of Germany

ABSTRACT

Since 1978 the time-and-frequency standard
CS1 of the Physikalisch-Technische Bundes-
anstalt (PTB) has operated continuously a§15
a "primary clock". Its uncertainty (7.10

is considerably smaller than that of the
other existing primary standards. CS1 is
equipped with a combination of quadrupole
and hexapole magnets and uses a longitudinal
C-field. Consequences of utilizing primary
clocks of this quality for the generation of
the International Atomic Time Scale TAI are
discussed.

)

INTRODUCTION

In contrast to the other existing primary time and frequency
standards the Cs standard CS1 of the Physikalisch-Technische
Bundesanstalt (PTB) is equipped with a two-dimensional beam
deflection system and a longitudinal C-field. Details of the
construction and the performance can be found in /1, 2, 3, 4/.
Uncertainty evaluations were published in 1969 /5/, 1974 /6/
and 1979 /7/. Measurements of the frequency of the Interna-

tional Atomic Time Scale TAI carried out since 1969 with Cs1
have revealed for the first time a rather strong frequency

deviation from nominal and a frequency drift of TAI of about

-1.10-13 per vyear /8/.
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In 1974 the uncertainty of CS1 was evaluated at 26.1071°

using the beam reversal method and selecting slow atoms

in the beam. Since it was thought at that time that unknown
frequency shifting effects might exist, the uncertainty of
CS1 was settled at 1.5-10413(1(3). In the course of further
experimental and theoretical investigations /3, 4, 9/ it
was possible to gradually reduce the uncertainty. The 1979
evaluation /7/ resulted in an uncertainty of 7.10"12(10)
and an instability of 4-10—15, both values based on a

measurement time of 80 d (Table 1).

cS1 is one of the three standards used for the "steering" of
the TAI frequency. The other standards have been developed
at the National Research Council (NRC), Canada, /10/ (the
1 uncertainty of the standard CsV being 53.10-15) and at
the National Bureau of Standards (NBS), USA, /11/ (the 10

uncertainty of the standard NBS-6 being 85.10_15).

Since July 1978 CS1 has operated continuously as a "primary
clock". The NRC standard has operated continuously since
1975 /12/. The NBS performs about one TAI frequency cali-

bration with reference to NBS-6 per year.
The quality of CS1 is based on the following:

a. principal advantages of the
quadrupole/hexapole beam deflection

and a longitudinal C-field
b. specific technical design of CSi

c. operating practice of CS1
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Principal qualities of Cs beam standards with

a guadrupole/hexapole deflection system

Holloway and Lacey proposed a flop-in Cs beam standard with
hexapole magnets, a coaxial resonator and a ring detector
/13/. The realization of a coaxial resonator with an inter-
action length of about 0.8 m failed at the PTB. Little chance
was given for the usefulness of a flop-in ring detector in
combination with an analyser hexapole magnet. In /14/ it is
shown that a conical quadrupole analyser magnet in combination
with a ring detector is preferable. Nevertheless, in view of
the relatively large ring detector surface necessary the
flop-out system with a point detector on the axis is preferred
at the PTB. We have had no experience with a double dipole
flop-in analyser magnet as proposed by Kartaschoff /15/.

Figure 1 shows the basic arrangement of the standard CS1. In
the following, it is assumed that the functioning principle
is known. The characteristic qualities of this arrangement

will be discussed.

1. Beam deflection system

The dimensions of the quadrupole/hexapole deflection system
used as the polarizer and analyser are given in /4/. It se-
lects atoms with an average velocity of 92,7 m/s (in a rela-
tively narrow velocity range of about 7% from the atoms leav-
ing the oven with a modified Maxwell-Boltzmann velocity
distribution (Fig.2 and Fig.3). The temperature of the se-
lected atoms is about 65 K. Due to the small velocity and
velocity range, the first and second order Doppler shifts
are small. In dipole system standards, velocity ranges of,
e.g., 30 to 50% are used. Phase differenceé between the end
resonators cannot be completely avoided. Changes of the HF

radiation then produce changes of the frequency ("power
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shift") which, of course, are smaller for small velocity

ranges in the beam.

The conclusion that a device using only a small velocity ran-
ge is disadvantageous because of "wasting" atoms is unjusti-
fied /4/. The aperture of the beam optics for gquadrupole and

hexapole magnets is much larger than that of a dipole system.

As shown in /3/ and /4/ the velocity range in the beam is
larger for a hexapole polarizer than for a quadrupole pola-
rizer assuming comparable dimensioning of the magnets. If,
e.g., for simplicity of construction, only one magnet is
used, either hexapole or gquadrupole, in many cases, the
quadrupole magnet will be advantageous. Its velocity range

decreases with decreasing magnetic field.

A long interaction length necessitates a very precise deflec-
tion of the atoms in the polarizer. This means that the shape

of the pole tips should be as close as possible to ideal.

In the interest of a high beam intensity in relation to the
Cs consumption, the beam source diameter d has to be rather
small. A single channel with d = 0.1 mm and a length of some
tenths of mm is used in CS1. It is necessary to operate the
oven at a rather high temperature (160 to 180°C) in order to
achieve an adequate Cs beam. This means that the relative
content of atoms with the desired velocity referred to the total
flux is less favourable than in the case of dipole devices
whose oven temperature is only of the order of 100°C. The
directivity factor X of the CS1 beam source is rather low
under the conditions described. On the other hand, the large
aperture angle of the polarizer system limits the admissible
K -factor to a value which in practical cases will be

below 10.
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2. Phase distribution in the end resonators

The CS1 uncertainty evaluation of 1974 /6/ already took into
account the existence of a phase gradient (of about 1.6~10_'5
rad/mm) in the end resonators perpendicular to the beam
direction. For the uncertainty estimation it was assumed
that the beam paths for both beam directions might differ

by a few tenths of mm. In the evaluation of 1979 /7/, the
frequency uncertainty due to the phase distribution in the
end resonators is the largest contribution to the total

uncertainty.

Obviously, this most important uncertainty can be reduced
by reducing the beam diameter and by proper alignment. CS1
uses a beam diameter of 3 mm. In dipole devices beam widths
of about 10 mm and more are used. Hence, it can be expected
that the problem of the phase distribution is less severe
by a factor of about 3 for CS81.

In the dipole system, the actual phase difference between
the end resonators is dependent rather strongly on the HF
radiation power: increasing, e.g., the radiation favours
faster atoms at different trajectories to contribute to the
signal. This results in a specific power-dependent frequency
shift due to the phase distribution. Not only is the velo-
city range in the quadrupole/hexapole system much smaller,
but the velocity distribution across the beam has also a
rotational symmetry cancelling the power-dependent phase
difference between the end resonators to the first approxi=-
mation. Taking this into account it is supposed that, alto-
gether, the phase distribution problem is more severe by a

factor of 3 in the dipole device than in the CS1 device.
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3. Magnetic C-field

The magnetic shielding of CS1 consists of three concentric
Mu metal cylinders with a wall thickness of 5 mm each. The
longitudinal magnetic field H produced on the axis by a
solenoid has been measured with a magnetometer. Neglecting
the measured difference between ﬁz and H2 produces an error
of 1-10717 only.

As a primary clock, CS1 operates with H = 4A/m. Due to the
following reasons, operation with such a low field is feasible
without overlapping of the adjacent transitions: These reso-
nances are relatively small due to the low beam velocity and,
additionally, due to the long interaction length in the Rabi
field; the atoms pass the waveguide in its longer diameter.
Furthermore, the HF exitation amplitude for the atoms passing
the waveguide is a sinusoidal and not a rectangular function
as in the case of a design with a transverse C-field. If
necessary, H could be reduced even further. It is not

necessary to apply HF excitation below optimum radiation.

The shielding factor in the direction of the axis of a
shielding cylinder is smaller than that perpendicular to
the axis. This may be a basic disadvantage of devices with
longitudinal C-field.

In order to avoid Majorana transitions between the different
7zeeman levels, longitudinal "guiding fields" are used be-
tween the deflection magnets and the magnetic screening.

4, Detector

The surface necessary of a hot wire detector located at the
focal point of the analyser may be as small as 0.1 mm2 /4/.
This allows a considerable reduction of the Cs background
flux.
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5. Signal-to-noise ratio

It may be of interest to compare the Cs beam flux on the
detector, ND, for a quadrupole/hexapole system (4P/6P) with
that of a dipole system (2P). Using a formula for ND(4P/6P)
derived in /4/ in the case of a standard such as CS1 and de-
scribing the dipole system by a rectilinear beam of velocity

v and a velocity range Av(2P) results in:

ND(4P/6P) ~ . r0~Tep ' l ‘ v H(4P/6P)
N, (2P) d k A?(ZP) H(2P)

for beams with the same cross section and with the same

average velocity v. r, (1.5 mm) is the radius of the beam,

rCD(O.4 mm) is the ragius of the central disc according to
Fig.1. k (1,8) is a constant characterizing the deflection
/4/, H(4P/6P) (about 2) is the directivity factor of the
beam source and X(2P) is that of the dipole device. Values
for CS1 are given in parentheses. With a multi-channel
source X(2P) = 50 may perhaps be achievable. Assuming

Av(2P) /v = 1/3 results in

ND(4P/6P) ~

ND(2P)

The superiority of the 4P/6P system is lowered by a factor
of 2 if in the 2P system both hyperfine levels are used. An
additional reduction of the signal-to-noise ratio occurs
due to the flop-out operation and the less favourable oven
temperature of the 4P/6P System under discussion. There
seems to be no fundamental difference between the two

systems with respect to the S/N ratio.
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Specific technical design and operating practice of CS1

In the following, information concerning the specific design
and operation of CS1 which is not related to the two-dimensional

beam deflection, is reviewed from the papers referred to.

Beam reversal is performed every 6 weeks (= 42 d). Each
calibration interval of 80 d contains both beam directions of
almost the same durations. The oven chamber (containing the
oven and the polarizer) and the detector chamber (containing
the analyser and the detector) are directly exchanged. This
method ensures the application of the same beam in both beam
directions. Operation of CS1 can be continued 1 h later

after beam reversal.

The multiple line-width modulation method /3, 4, 9/ is applied
on a routine basis. The application of this method is favoured

by the specific form of the Ramsey resonance shown in Fig.3.

So-called "full evaluations" of the primary standards are
performed at.the NBS and the NRC from time to time, e.g.,
every year. The operating practice used at the PTB consists
of an almost continuous supervision of all important opera-
tional parameters. Further information on the operating

practice can be found in /7/.

Measurements with the standard CS1

Fig.4 shows a frequency comparison between the Canadian
standard NRC:CsV and the standard PTB:CS1. The standard
deviation of independent measurements is about 6.10_14.
Since it contains contributions from propagation changes of
the LORAN-C links, this result of a 4-year-compafison is

considered to be very satisfactory.
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Frequency measurements of some time scales including the free
time scale EAL of the BIH from which TAI is derived by fre-
quency corrections (steering) are shown in Fig.5. Seasonal
frequency chaﬁges of free time scales produced with industri-
al Cs clocks can be seen from the measurements with CS1 since
1969. An analysis of the free time scale of the PTB revealed
-14 1/,

It is estimated at the PTB that a change of the environmen-

seasonal frequency changes with an amplitude of 4.10

tal temperature of +1 K may cause a frequency change of
about -1.10_13. However, the clocks differ in their behavi-
our. Measurements of the temperature coefficient of an
industrial Cs clock performed in Japan /16/ resulted in a

value as small as -0.2~10—13/K.

Fig.6 shows a time comparison between the Canadian and the
German primary clock. The slope of the regression line indi-
cates that the frequency of the standard NRC:CsV is higher
by about 4.10 14 '
claimed.

which is within the uncertainty limits

The deviations At of the measured time differences from the
regression line are primarily due to time transfer changes of
the LORAN-C link between North America and Europe. At has a
standard deviation of about 160 ns. This is an unexpectedly
small value since it is based on four LORAN-C time compari-
sons: one each at the NRC and the PTB and two performed by
the USNO. Time comparison results using the NTS-1 and NTS-2

satellites had a considerably larger standard deviation /17/.

To the first approximation /t represents the fluctuations of
the USNO time comparisons with the Norwegian Sea LORAN-C

Chain (LC/7970) published in /18/. The interpretation of TAI
as consisting of two components is justified, a North Ameri-

can one and a European one, fluctuating against each other by /t.
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Since the clocks of North America and of Europe contribute
almost to the same amount to TAI, about 50% of a change of
/t should appear on the European component of TAI and, with
the opposite sign, on the North American component of TATI*.
This can be seen from Fig.7 showing a comparison of TAI with
the time scales of the Canadian primary clock CsV and the
German clock CS1, using the data published by the BIH in its
Circ.D (curves A). In most cases the fluctuations of the cur-
ves A have in fact opposite signs; the amount of the TAI chan-
ges with respect to the primary clocks is, however, not quite
the same for both curves: the fluctuations of the North Ameri-
can TAI component are by about 50% stronger. Applying 40% of
At as a correction to the European TAI and 60% of [Jt as a cor-
rection to the North American TAI results in the curves B
which are much smoother: the At corrected TAI has a better fre-
quency stability; the splitting of TAI into two components is

reduced.

Fig.6 shows that At may have a systematic deviation from the
average over a few months. The deviation between October 1978
and February 1979 is probably a seasonal effect. A consequence
of a systematic change of At with time is that determinations
of the TAI frequency in North America and in Europe result in
two different values, even when the standards used, do not
differ. As shown in Fig.8 the frequencies (80 d averages) of
the two TAI components may differ by as much as 7.10_14. The
standard deviation between the two TAI components for 80 d
frequency averages in the interval investigated is 3.5-10_14

and 4.3-10" 1% for 60 4 averages.

* The existence of this "mirror effect" of the fluctuations
has, as far as the author remembers, already been mentioned
by Granveaud (BIH) at the CIC 1974.
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With regard to the steering of TAI, the effect of the TAI
frequency splitting is not negligible. It is also important
to understand the reasons for possibly divergent TAI cali-
brat;on results in order to be able to develop confidence
in the capabilities of primary clocks that is necessary if
allowing them to assume greater influence within the inter-

national time-keeping system.

Due to the (assumed) seasonal fluctuation of At erroneous
seasonal frequency fluctuations on time scales of the other
continent are observed. The rules for applying the At cor-

rections are as follows:

For a comparison of a North American (NA) time scale with a

European (EU) time scale:

(TA(NA)_TA(EU))corr.= (TAI-TA(EU)) - (TAI-TA(NA)) - At.

Circ.D Circ.D
For time scale comparisons with TATI:
In Europe:

(TAI-TA(EU))corr.

(TAI-TA(EU)) - p,.At
Circ.D.
In North America:
(TAT-TA(NA))

(TAI-TA(NA)) + pE.At
Cirec.D

corr.

Pg is the relative European weight, and Pa is the relative
North American weight. By definition Pp t Py = 1.

Pp = 0.6 (and correspondingly pp = 0.4) seems to fit best
up to now. In principle, the TAI data published by the BIH
in the Circ.D could already include the propagation correc-

tions.

Fig.9 and 10 show some Jjt-corrected measurements. It should
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be noted that TA(NBS) is not a free time scale but a steered
one. The comparison with TA(NBS) suffers from additional

link fluctuations.

Due to the noise on the At corrections optimum smoothness of
the curves is sometimes observed if only 50 to 80% of the

corrections are applied.

Future role of primary clocks

A few years ago it was thought that the calibration of the
TAI frequency with a primary standard (with an assumed cali-
pration uncertainty of about 1.1013) necessitates not much
more than one measurement a year considering that the EAL
frequency drift turns out to be less than 1.10_13 per year.
The situation has since changed: the calibration uncertainty

is now about 1.10 14

(utilizing the propagation corrections
made available by primary clocks) and the newly detected sea-
sonal effects of the EAL frequency are larger than the cali-
bration uncertainty by about a factor of 10. As a result, it
can be said that the information available from a continuous-
ly running standard is of considerably more value than that

of a standard which is switched on only once a year.

The present international time system necessitates a great
deal of effort (e.g., daily LORAN-C time comparison measure-
ments) to keep its synchronism to a few tenths of a micro-
secon?. Two primary clocks with a maximum instability of e.g.,
5.1071°

only very rarely for the synchronization uncertainty quoted,

over unlimited time intervals require comparisons
e.g., once a year. This may be of importance for countries

which have no access to TAI and UTC when LORAN-C is not

available.

124



At present there are only two primary clocks, though a num-
ber of laboratories throughout the world are dealing with
the construction of Cs clocks. Since it appears that in the
future too, the number of primary clocks will increase only
very slowly the question arises as to how to make the best
use of existing primary clocks for the establishment of TAI.

It should be realized that the accuracy and stability of the
time scale of a primary clock (assuming the performance dis-

cussed in this paper) is much superior to that of EAL or TAI.

At its meeting in 1979 the CCDS "Working Group on the Stee-
ring of TAI" discussed the question of whether TAI could be
based totally on the primary clocks of the NRC and PTB. A
decision of this kind cannot be taken by the Working Group
but only by the CCDS. Nevertheless, this proposal is an indi-

cation of the interesting development which lies ahead of us.

The PTB is in favour of this proposal. We believe that a
solution can be found to combine the superiority of the pri-
mary clocks with the operational reliability of the present
TAI system.

With respect to steering methods /19/, primarily three types
of steering can be distinguished:

1. Correction of a TAI frequency departure from
nominal; "accuracy steering"

2. Correction of the TAI frequency in order to
compensate a frequency change which has
occurred; "stability steering"

3. Correction of the TAI frequency in order to keep
approximate time synchronism of TAI with the
time of a superior clock or clock ensemble;
"time steering"
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The first method has been in operation since 1977. Due to the
delays caused by the time necessary for the computation of
EAL and the evaluation of the TAI frequency calibrations, the
necessary frequency corrections are applied rather late. The
TAI frequency may have changed meanwhile. A frequency correc-
tion is only justified if the departure from nominal is out-
side the 10 uncertainty limit of the calibration. In the
case of a systematic frequency drift of TAI this causes a
systematic frequency deviation of about 10 from the primary

standards as well as an increasing time difference with them.

For the second method only the stability and not the accuracy
of a contributing standard is important. Stability steering
in the form of a correction applied later is ﬁot in use. It
is more reasonable to incorporate the standard in the clock
ensemble as the basis for the computation of EAL. The present
ALGOS computation method of the BIH limits the weight of a
contributing clock to 100. The total weight of the clocks is
at present about 5500. Since the stability of EAL is signi-
ficantly smaller than that of a primary clock, the clock
should receive an ALGOS weight which is significantly higher
than 5500.

The opinion has been expressed that the weight given to a
primary clock could be determined with ALGOS. This, however,
is not possible, because the weight given to a clock is, in
principle, derived -from the instability of the clock as
measured by the rest of the clock ensemble. It is, of course,
impossible to measure the inétability of a very stable clock

using unstable clocks.

When ALGOS was established, the specialists thought that a
new type of clock could be given a specific upper limit
weight to be determined from statistics based on a suffi-
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ciently large number of these clocks. There are not enough

primary clocks, of course, to apply this principle to them.

Objections have been expressed to giving the primary clocks

a high ALGOS weight because this could result in discouraging
those contributing to TAI with industrial standards. The ad-
vantage of having the primary clocks included in the ALGOS
computation with a high weight would be that they would
immediately contribute to the stability, whereas all steering
methods with later corrections cannot prevent the fluctu-
ations due to the control system. A possible compromise would
be to start with a primary clock weight of, e.g., 500 and to
increase the weight later when sufficient experience has been
gained. A reasonable weight would presumably stimulate the
work on primary clocks. The present ALGOS weight for primary

clocks is only 100.

If those operating primary clocks derived their UTC(i) from
their primary clock at the same rate, UTC(i) would drift
away from UTC(BIH) when the first two steering methods are
applied. To maintain approximate agreement.between UTC (i)

and UTC(BIH) the quality of UTC(i) could either be decreased
and steered to conform with UTC(BIH) or the TAI frequency
could be steered to avoid an increasing departure of UTC(BIH)
from the UTC(i) produced by primary clocks. This latter
method is what has been called "time steering". In the case
of several slowly diverging primary clock time scales, TAI

could be adjusted to follow their time average.

At its 1979 meeting, the CCDS Working Group requested the
BIH to steer TAI in a way that would avoid a systematic
time departure from the primary clocks. This corresponds to

a time steering method.
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It seems that in the future, we shall see primary clocks
greatly influencing international time keeping, resulting
"in a reduction of the principal role of the industrial

Cs clocks in some cases. The practical role of these clocks
will certainly not be reduced, as they ensure the accessibi-
lity to TAI. Concerning the role of the metrological insti-
tutes operating primary clocks, it should be noted that it
is quite normal that a comparatively small number of them
ensures the availability of the reference standards of

international metrology.
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Table 1*

Relative uncertainty and instability of the standard CS1

of the PTB in continuous operation, based on 80 d average

Relative Relative

Parameter uncertainty instability

| | 10713 10713
Resonator phase difference {5 (5
Beam path <9 + (3
Beam velocity <0.1 <0.1
Second order Doppler shift 0.4 + (0.1
Resonator detuning <1 + (0.1
Magnetic field strength <1 . ¢1
Magnetic field inhomogeneity 0.1 + <0.1
HF sidebands 50 Hz 1.3 + 1
Adjacent transitions <1 + <0.1
Demodulator (1 + <1
Shot noise 2 ' 2
Square root of the sum
of squares ¢10.8 ( 6.4
Sum of the amounts (21.9 <13.5
10 value ** 6.5 4.0

TContributions to the systematic uncertainty

*
Translation from /7/

* %

The 10 value is achieved according to an evaluation
method published by Wagner /20/ and recommended by PTB:
upper limit values of uncertainty contributions are
divided by ‘f?resulting in an estimation of a 1J value
of these contributions.
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Y
Fig. 1-Basic arrangement of the primary Cs standard of the
PTB. P.M polarizer, A.M. analyser, both consisting of a
combination of quadrupole and hexapole magnet, O, oven;
F, detector; L, interaction length (0.8 m); CD, central
disc as beam stop; HF, high frequency field; H, static

magnetic field, both in beam direction. The dotted lines
refer to the beam trajectory in case of resonance
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Fig. 2-Velocity distribution in the atomic beam of CS1
evaluated from the resonance curve Fig.3; intensity I in

arbitrary units. The average velocity is now 93 m/s, lower
than shown in the graph
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Fig. 3-CS1 resonance curve; line width 59 Hz
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Fig. 4-Relative frequency difference F (80d averages) between
the standards NRC:CsV and PTB:CS1 with reference to sea
level. Since the beginning of the continuous operation of
CS1 in 1978, sliding averages are shown, in steps of 10d
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Fig. 5-Frequency measurements of some time scales TA (i) and
of EAL with the standard PTB:CS1. F refers to the French
time scale and RGO to that of the Royal Greenwich Observa-
tory. Seasonal effects of different sizes can be seen

usE TCNRC:CEV) - TCRTBICS1) + ¢

B 3 1B1112/1 23 4567 8 9 18
1978 | 1979

Fig. 6-Time difference AT (plus an arbitrary constant C)

between the standards NRC:CsV and PTB:CS1  (with reference
to sea level) evaluated using the Circ.D data of the BIH.
The departure At from the regression line has a standard

deviation of 160 ns
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Fig. 7-The curves A show the time difference AT between TAI
and the time T(NRC:CsV) and T(PTB:CS1) respectively, using
the Circ.D data. Applying the propagation correction results
in the curves B. A European weight of 60% and a North American
weight of 40% of At was chosen for the corrections. An arbit-
rary additive constant C is chosen to seperate the curves

1

x10-13 | F(TA”"F(PTB:CS”
T ]
F

9 121l 121+ 2 3 4 8§ B 7 H
1978 | 1979
Fig. 8-Measurement of the TAI frequency (804 sliding aver-
ages in steps of 10d) with the standard PTB:CS1. Crosses:

no At correction; squares: correction is 100% of At;
solid line: correction is 40% of At
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Fig. 9-Time difference AT of the time scale TA(USNO) (with
rate corrections and arbitrary additive constants) from the
time scales T(PTB:CS1) and TAI respectively. Curves A
without At correction; curves B with /At correction

LS

AT

X TA(NBS)-T(PTB:CS1)

B 3121112/ 23 45 6 7 8 9
1978 | 1979

Fig. 10-Time difference AT of the time scale TA(NBS) (with
rate corrections and arbitrary additive constants) from the
time scales T(PTB:CS1) and TAT respectively. Curves A
without At correction; curves B with At correction
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QUESTIONS AND ANSWERS

MR. CHI:

Dr. Becker, I noticed in your final vu-graph you showed the time
difference of about 2 microseconds for about 400 days, that is
between PTB and NRC, which represents about 5 nanoseconds per day
of 5 parts, 10 to the l4th. Is that systematic?

DR. BECKER:

This is in fact at present the difference between the two standards
and it is within the uncertainty limits which are claimed by both
institutes, :

MR. CHI:
I have one more question. That is, in the other comparison of time
when they use the Loran-C, there seemed to be a high peak, perhaps
it is due to seasonal variation. In the case of comparison between

NRC and PTB there is just a systematic straight line. How was that
comparison made?

DR. BECKER:
You mean this one here?

MR. CHI:

In the systematic there is no peak. 1In the others, like NBS and
NRC, there is always a peak on the comparison.

DR. BECKER:
Yes. This is Loran-C.

MR. CHI:

How about the first one. How is that measured? The one before
that?

DR. BECKER:

The one before? Loran-C. The other one, from bulletins. That
means I took the weekly bulletins which I get from Canada and
from Dr. Winkler from the USNO and our own. And only one day
is taken out. The specific day is every 10 days at one point
and I took down these data.
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MR. CHI:
There is no solution?
DR. BECKER:

If you take just the results which are published for that specific
date then it looks like that. It is interesting to see that they
are similar in type. That means maybe there is some kind of typi-
cal weather which changes slowly. It should be a temperature
problem I think.

DR. FRED WALLS, National Bureau of Standards

Could I see the vu-graph showing the relative uncertainties and
instabilities? I had a question about that.

DR. BECKER:
Can we have the slide once more?
DR. WALLS:

Two questions. One, under the relative uncertainty, under beam
path you have 9 times 10 to the minus 15th. This is an estimate
or a calculation of what the maximum uncertainty might be?

DR. BECKER:

This value is achieved in the following way. The theoretical con-
sideration estimated the phase gradient to be expected and calcu-
lated the frequency change per millimeter, shifting beam per milli-
meter. Then, we did a beam shifting, an actual beam shifting and
tired to verify this estimation and as it turned out it was the
same order and so we relied on our knowledge and in this case I
simply chose .3 millimeter, 10 percent of the beam. I think it is
better but just because we didn't know it, then we chose .3
millimeter.

DR. WALLS:

I see. For statistical things, maybe dividing by the square root
of 3 might be appropriate but for a systematic thing such as the
beam path to quote a one sigma value less than the uncertainty
there perhaps i1s a problem.

But let us talk about the relative instability, the column

there on the right. These are, again, estimated rather than
measured, is that true?
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DR. BECKER:
Estimated. Yes.
DR. WALL:

When you compare against your commercial cesiums in your time scale,
what kind of stabilities do you measure between season one and
your--

DR. BECKER:

This is the value which is of interest. This is shot noise. We
are using .3 grams here and there is an instability in a second of
about 5.5 parts in 10 to the minus 12th.

DR. WALL:

So that it takes about 25 to 40 days in order to average down to
that 6 or 7 times 10 to the minus 15 on both your standard and
against maybe commercial standards. So that is a very long time

to make a claim of stabilities of 4 or 5 or 6 times 10 to the minus
15 and to then base an estimate of weighting for TAI on a calcu-
lated stability rather than a measured one, I think, is quite risky.

DR. BECKER:

The method of evaluating an instability is up to the scientist. 1If
he can measure it, the better. But if he cannot measure it because
he has no comparable device, he is allowed to estimate it in the
same way as he is allowed, and this is done also at NBS, to estimate
the uncertainity. This is the same type of procedure.

By the way, this is a conservative estimation, more or less.
Consider please that for commercial clocks the instability is much
smaller than the so-called uncertainty. The same could also be for
other clocks. But you can be quite sure that the instability is
certainly not larger than the uncertainty is. As you see it is
only a factor of two here taken. There is no other method of
evaluating the instability by theoretical considerationms.

Of course you have these things here, magnetic field strength.
Well, this is based on regular measurements of the magnetic field
and for 80 days we have 1l such measurements and you know how they
fluctuate and this is not an estimated but a measured quantity.
DR. COSTAIN:

Dr. Becker, do you have any contribution from the power dependents?
In other words your excitation power?
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DR. BECKER:

This specific feature, the reason it is not in, the power shift is
not an isolated effect and cannot be listed here. You have to go
down to the roots of the physical behavior.

QUESTION:

Should it not be possible to use a long time running hydrogen maser
which does exist, they run for hundreds of hours. You could use
that maser as a direct method of measuring the changes that you
have for instance due to beam path reversal and that would not re-
quire any estimates. You could really measure it.

DR. BECKER:

We are going to compare our hydrogen maser directly with this
cesium. It is just going to be made. Yes. And as far as possibly
we will try to measure what is possible.

DR. MICHEL GRANVEAUD, Bureau International de 1'Heure

I would have two comments. The first one is about the annual term
and I think we have to make the difference between the local time
scale and the international one. It seems that in the case of PTB,
for example, the local time scale of PTB it has some annual terms
and this annual term can come only from the atomic clocks themselves
or from the algorithm that is used. In the case of the interna-
tional time scale, we have furthermore the transmissions using
Loran-C. ’

My second comment is about the use of the difference in our
cesium-5, minus cesium-l. Can I see the vu-graph?

DR. BECKER:

Let me first refer to the first question. In fact, if you refer
to our time scale TA, is it?

DR. GRANVEAUD:
No. I refer to TA(PTB).
DR. BECKER:
Oh, TA(PTB). Those have a seasonal term yes.

DR. GRANVEAUD:

Please?
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BECKER:
Have a seasonal term, yes.
GRANVEAUD:

And about the second comment? I was thinking of the differences
in our cesium-5 minus cesium-1.

BECKER:
Frequency or time?
GRANVEAUD:
The curve. The plateau we saw.
BECKER:
Yes. Frequency or time? Time difference?
GRANVEAUD:
Time differences.
BECKER:

Time differences. Das war das systematischen, wissen Sie, mit
dem drien kurven. This one? :

GRANVEAUD:

Yes. And we think that 1t could be a bit dangerous to use the
smoothing of the data in our cesium-5 minus PTB cesium-1l, and it
is better to use, when available, satellite data. As you can see
there is a smaller frequency difference between the smoothing line
and the satellite results.

BECKER:

Yes. You are absolutely right. I said to the first approximationm.
If you have these data available then it is the best as you are
doing, and have written me in your letter, that a combination of
both informations is profitable, to use satellite data and these
measurements of the standards. You are right.

DAVID ALLEN, National Bureau of Standards

One note of clarification. I suspect there are many here who don't
know what a weight of 5,500 means. The miximum amount a clock can
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receive in the international time scale 1is the weight of 100,
currently, in the ALGOS algorithm, and 5,500 means the total
accumulated weight of all the clocks. And when Dr. Becker says
that the weight of primary standards would be equivalent to all

of those, he means to the total accumulated weight of 5,500 of all
the clocks. In other words, if you look at the uncertainty
associated with his error budget there that would be the resulting
calculation.

The other point I would make is that a lot of the graphs
that we see, especially those for NBS, as Dr. Becker pointed out,
the Loran path across the NBS/Boulder is a significant problem in
our communicating time and frequency to international atomic time.
We are aware of that and are working strongly toward curing that
problem. And as long as we use Loran-C we will be limited and so
a lot of the data that we saw in his presentation is an analysis
of Loran-C, not of primary standard.
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THE LASSO EXPERIMENT

Bernard Seréne (EUROPEAN SPACE AGENCY), Toulouse,
Pierre Albertinoli (CENTRE NATIONAL D'ETUDES SPATIALES), Toulouse

ABSTRACT

The LASSO experiment is an approach towards an
internationally coordinated technical assessment
of a system which promises to provide a synchro-
nisation of clocks bound to time and frequency
standard laboratories, with an accuracy of one
nanosecond using existing or near ground-based
laser stations via a geostationary satellite
(SIRIO-2).

The purpose of this paper is twofold; to present
the LASSO mission and the principle of the overall
experimeﬁt, and to underline the system performance
and the technical details concerning :

~ on-board equipment,
- ground segment,
- operational configuration.

To conclude, we will show the future prospects of
the LASSO experiment together with possible imple-
mentations.

1. INTRODUCTION

The permanent long baseline clock synchronisation presents many scien-
tific and practical interests. From a scientific point of view, the
standarjof frequency or the very accurate synchronisation between
clocks allows a correlation of phenomena in the same scale of frequen-
cy or time to be performed. The demand for greater accuracy has led
to an improvement of the measurement of time and frequency by a factor
of at least 108 over the past century. While the limiting accuracies
are still confined to research laboratories and institutes dealing
with time and frequency standards, commercial and scientific users

are not far behind in their requirements :

- Digital communication 10 us
- International telephone communication 1 us
- Earth-based navigation 1 us
- Deep-space navigation ' 20 ns
- Radio~-astronomy 1 ns
- Geodesy

as accurate

- Relativity as possible

- Astronomy
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Applications and research already planned for the next decade will
require nanosecond accuracy of better. Present users of time and fre-
quency information have access to a variety of services and techniques
for disseminating this information. These include the well-known high
and low frequency broadcast services operated by many different
Administrations throughout the world, portable clock methods, the use
of television transmissions, and satellite techniques (Table 2).

TABLE 1 : METHODS CURRENTLY USED FOR TIME SYNCHRONISATION

Method Accuracy |Remarks

Very long baseline inter- 1 ns Slow, expensive ground

ferometry (VLB) using stations

pulsars

TV-type transmission via 10 ns Requires a wideband spa-

satellite cecraft transponder

Symphonie B 20 ns Requires two-way trans-—
ponder

Portable clocks 30 ns Slow

Timation-3 100 ns Military

Loran-C 300 ns Accuracy limited by
propagation phenomena

Although available services can satisfy many of the present user needs
in science and application, an increasing need is developing for ser-
vices which are required to provide improved accuracy, coverage and
reliability. For example, the rapid growth of technology as applied
to such areas as precise navigation, high-precision geodetic position
determination, multiple~access digital communication and metrology
results in a need for intercontinental time synchronisation and compa-
rison down to the nanosecond.

While existing services are undoubtedly capable of some improvements,
experience with a number of spacecraft - albeit ones that were not
specifically designed for dedicated timing missions - indicates that
satellite techniques appear to be the best choice for meeting future
requirements in the subnanosecond range. Following a proposal presen-
ted at the 1972 COSPAR meeting in Madrid, the European Space Agency
accepted a proposal from the "Bureau International de 1'Heure" (BIH)
to implement an experimental space mission and decided to launch a
payload package, LASSO (Laser Synchronisation from Stationary Orbit)on
the SIRIO-2 spacecraft.
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The objective of LASSO is to provide a repeatable, near-realtime
method of long distance synchronisation with the nanosecond accuracy
for a reasonable price to meet the above requirement.

2. THE LASSO MISSION OBJECTIVES

The mission objectives, backed up by a number of time and frequency
standard laboratories, is to provide intercontinental synchronisation
of clocks with an accuracy of one nanosecond or better, and is to be
considered as an important approach towards an internationally coor-
dinated technical assessment of such a system.

The mission will thus allow the establishment of an improved interna-
tional network of reference clocks synchronised between themselves and
with the Internationally adopted Atomic Time scale (IAT).

It will also impact on other practical applications, such as the trac-
king of deep space mission spacecraft, the dissemination of standard
time and frequency signals to many users, and future generations of
space navigation and telecommunication systems.

The LASSO/SIRIO-2 experiment is designed to employ laser techniques and
is not only a significant breakthrough in synchronisation techniques
but is also a unique opportunity to compare the performance of laser
and microwave time synchronisation methods insofar as microwave timing
results have become available from the Italian SIRIO-1 time synchroni-
sation experiment started in 1978. Thus, two candidate techniques will
be compared on the basis of identical link geometry and satellite type.

3. THE EXPERIMENT
3.1. Principle

The LASSO experiment is based on laser stations emitting, at a pre-
defined time, monochromatic light impulses which are directed towards
a geosynchronous spacecraft (figure 1).

On-board the spacecraft :

- an array of retro-reflectors sends back a fraction of the received
signal to the originating laser stations; ,

- an electronic device detects and time tags the arrival of laser
pulses.

Each station measures the two-way travel time of the emitted laser
pulses and computes the one-way travel time between station and space-
craft, taking into account the station's geographical coordinates,

the spacecraft position and the Earth rotationm.
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The difference between the clocks, which provide the time reference
for each of the laser stations, is deducted from the data coming from
the spacecraft and the stations (figure 2).

LASER PHOTO-DETECTORS

SIRIO-2 SPACECRAFY

LASER RETRO-REFLECTORS

TELESCOPE

ATOMIC
CLOCK

ATOMIC
CLOCK

STATION | STATION 7

Figure 1. Schematic Diagram of LASSO Experiment

VISIBILITY OF THE
RETRO-REFLECTORS

SPACECRAFT

—e
TIME SCALE

-
———

STATION !

TIME SCALE
STATION 2

-
TIME SCALE

TRAVEL

TIME TIME 2

Figure 2. Time Scale Comparison
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Consequently, for two stations we have :

2 2

1 1
Dyy = (Hy = Hp) + (T, - Ty) - (Hy - Hy)
where : D21 = Time difference between the clocks of stations 2 and 1.
H1 and H2 = Departure time of laser pulses from
D D .
stations 1 and 2.
T1 and T2 = Travel time between stations and spacecraft
P T B
with T = "—-2-—— + €
H1 and H2 = Arrival times on-board the spacecraft of the
S S .
laser pulses from stations 1 and 2.
H; and H; = Return time of laser pulses from stations 1 and 2.
€ = Corrective factor depending on station and satellite

positions.

The formula becomes finally :

2 _ gl 2 _ ul
HD HD HR HR
2

[y

) + e, - g,) - (B2 - HY)

D = )+ 2 1 S S

21 2

3.2. Performance
Error Analysis

Using the above formula, the global error is
AD = AHD + AHR + 2A€ + 2AHS
with : AHD : error on the departure time

AHR : error on the return time

Ae : error on the corrective factor

AH_ : error on the arrival time on-board the spacecraft.

S

The error budget is detailed in table 2 for three different numbers
of measurements (1, 15 and 30). In addition, all the laser firing
times are in a time window of less than 100 msec.
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TABLE 2

NUMBER OF MEASUREMENTS
ANALYSIS OF ERROR FACTORS
1 15 30
. -11 .
.Accuracy of cesium clock < 10 + 1 psec|+ 1 psecl{+ 1 psec
.Short term stability < 2.10-11 + 2 psec Negligible
.Chronometer resolution 0.1 nsec |+ 50 psec|+ 50 psec|+ 50 psec
.Detection system 0.1 nsec |+ 100 psec|+ 26 psec|+ 18 psec
Ar_ < + 153 psec|+ 77 psec|t+ 69 psec
. 11
.Accuracy of cesium clock < 10 + 2 psec|+ 2 pseci+ 2 psec
.Short term stability < 2.10 1 + 4 psec|+ 1 pseci+ 1 psec
.Chronometer resolution 0.1 nsec [+ 50 psec{+ 50 psec|+ 50 psec
.Detection system 1 nsec +1000 psec|+ 258 psec|+ 183 psec
AHR < +1056 psec|+ 311 psec|+ 236 psec
.Spacecraft position + 1 km
.Station position + 50 km
Ae < + 40 psec|+ 40 psec|+ 40 psec
.Uso accuracy* < 10“9 + 100 psec|+ 100 pseci{+ 100 psec
.U S O stability < 10 10 + 10 psec|+ 3 psec|+ 2 psec
.Chronometer resolution 0.1 nsec [+ 50 pseci+ 50 psec|+ 50 psec
.Detection 1 nsec +1000 psec|+ 258 psec|+ 183 psec
————————— = e s v g e P s o e ———— v T s - —— ——— - —— —
AHS < +1160 psec|+ 411 psec|+ 335 psec
AD = AHD + AHR + 20e + 2AHS < |+ 3.6 nsec|+ 1.3 nsec|+ 1 nsec
% U.S.0. : Ultra Stable Oscillator
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Liaison Budget

Considering the two planned positions in orbit of the spacecraft (25°W
and 20°E), the parameters of the on-board equipment and the assumed
characteristics of a certain number of laser stations, we have used
different algorithms to compute :

- Pr which is the power density received by the spacecraft,

T
J A
P = K%, —2
r T §_62 D2
m

using the following unit

J (Joule) emitted energy

T (nsec) pulse width

0 (second of arc) beam divergence

D (km) distange station - spacecraft
T

1/cosz
(0.7) / atmospheric transmission coefficient

(z = zenithal distance)
K = 0.7 coefficient of energy distribution

The formula becomes :

12

{4

2
Pr(mW/cm ) = 3.79 10 A

55T
6 D

- N which is the mean value of photons received by the photo-detector

Ng A
{(rhotons/nsec) = T = Pr A s — , with :

=z

d op he
Aop = 2.25 gain of optical detection
s = 0.2 mm2 photodiode sensitive surface
AR = 694.3 nm (Ruby)
XN = 532.0 nm (Neodyme)
h = 6.6256 107°% J.sec
c = 2,998 108 m/sec
consequently :
_ k_= 15730
Na = KPr b - 12050
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- S/N which is the signal to noise ratio,
S 2
- = P
N c Y

with C being a coefficient depending on the optics, the photodiode
noise and preamplifier noise.

S
(ﬁ)dB = 20 log10 Pr + 10 loquC,

where 10 logloc = 32 for Ruby and = 26 for Neodyme.

- N which is the number of photo-electrons collected at the laser
station using the Fournet formula :

N =E.TR, . R. TR, . D
e 1 2
_ A photons emitted by
where E =KJ he the laser station
TR. = TA travel effect
1 E_( il 0 105 D)2 station - spacecraft
4 180 ° 3600

R = R TE (G.) retro-reflectors
cc i

effect
Rcc = 0.75 (coefficient of reflection)
If (Gi) = 14 (minimum efficacy)
T

_ A travel effect
TR, = 0.328 2 spacecraft - station
D=A Tr o] station detection

effect

A(cmz) is the receiving surface of the telescope,

T is the transmission coefficient of the telescope
optics (Tr = 0.8 without interferential filter,

o
and 0.4 with interferential filtexr of 33),
o] is the quantum efficacy of the P.M. (20% for
Ruby and 25% for Neodyme) .

All the computed values are reported in table 3, where the nominal
value of the laser beam divergence 6 has been considered equal to
15 seconds of arc.
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€51

STATIONS CHARACTERISTICS 25° W 20° E
Laser|Ener |Pulse {Teles P N S/N N P N S/N N
GEOGRAPHICAL LOCATION Type| gy | Dura | cope T d e ¥ d €
tion [Aper
ture 9 Photon/ Photo 9 Photon/ Photo
Joule [ nsec cm mW/ cm nsec ds electron| mW/cm nsec dB electron
§ CAGLIARI (Italia) R 1 5 50 1.18 18560 33 4 1.42 22340 35 €
:IONYSOS (Greece) R 4 15 45 1.18 18560 33 7 1.96 30830 38 20
GRASSE (France) R 15 10 100 8.40 132130 50 211 9.84 154780 52 290
GRASSE (Lune) (France) R 6 2 154 16.80 264260 57 200 19.70 309880 58 275
KOOTWIJK (Holland) R 3 4 50 3.40 53480 43 7 4.03 63390 44 10
i METSAHOVI (Finland) R 1 20 63 0.06 944 .8 0.2 0.20 3150 18 3
SAN FERNANDO (Spain) R 3 6 60 3.55 55840 43 24 3.36 52850 43 22
B WETTZELL (Germany) N 0.25| 0.2 60 5.0 60250 40 0.4 6.83 82300 43 0.8
B ZIMMERWALD (Switzerland) R 5 17 50 1.52 23910 36 15 1.81 28470 37 21
AREQUIPA (SAO) (Perou) R 6 15 50 2.38 37440 40 24 OUT OF VISIBILITY
NATAL (SAO) (Brazil) R 6 15 50 3.61 56790 43 55 2.0 31460 38 17
i WASHINGTON (USA) N 0.25 V2_ 50 0.48 5780 20 0.4 ouT OF VISIBILITY
WASHINGION (USA) Mob.las. 1.3 R 0.75 5 50 0.58 9120 27 1.2 OUT OF VISIBILITY
WASHINGTON (USA) Mob.las. 4.8 N 0.25 5 75 0.19 2290 12 0.9 ouUr OF VISIBILITY
WASHINGTON (SA0) (USA) R 6 15 50 1.54 24220 36 10 OUT OF VISIBILITY

€ HTdYL



4. THE EQUIPMENT

4.1. General Description of the Spacecraft

#1438

/.

odQoMax

/ / ’ !
/ )

LASSO REFLECTOR INTERFACE ADAPTER

s 415.§ : ‘

Figure 3. SIRIO-2 Spacecraft

A cross-section of the SIRIO-2 satellite is shown in figure 3. It
consists of a drum-shaped central body covered with solar cells, on
top of which is mounted a mechanically despun S-Band antenna. The
apogee boost motor, which is to be retained after burn, protrudes from
the bottom of the spacecraft. While the directional S-Band antenna
supports a Meteorological Data Dissemination (MDD). function .and trans-
mits the housekeeping telemetry, the omnidirectional turnstile antenna
serves telecommand, ranging and back-up telemetry functions in the VHF.
As the satellite is to be spin-stabilised at 90 rpm and will act as an
inertial gyroscope, attitude re-orientation is achieved by torque-indu-
ced precession of the spin axis using axial micro-propulsion thrusters
in a pulsed firing mode. North-South stationkeeping is performed by
the same thrusters.-in a continuous firing mode, while a pair of radial
thrusters allows the satellite to be displaced in an East-West sense.
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The monopropellant hydrazine fuel is contained in four symmetrically
located spherical tanks. The telemetered readings from on-board
infrared earth and V-slit sun sensors are used to determine the
satellite's attitude in space. The satellite is powered by the solar
cells and by a battery sustaining a minimum load configuration during
eclipse transits.

The LASSO payload is comprised of retro-reflectors, photodetectors
for sensing ruby and neodyme laser pulses, and an ultra stable oscil-
lator/counter to time-tag the arrival of the pulses. These time-tags
will be encoded in time-division multiplex with spacecraft house-
keeping information before transmission to the ground.

The overall block diagram is given in figure 4.

The industrial effort for the SIRIO-2 project is led by the Compagnla
Nazionale Aerospaziale (CNA) in Rome.

ULTRA STABLE
OSCILLATOR
5 MHZ

PHOTO

OPTICS . PREAMP. TRIGGER
SENSORS
<\u/> .
' DATATION ' FEARTH S1GNAL
0.69uM
CLOCK

~ CHRONOME TER
MEMORY

SCIENTIFIC
DATA

0.53uM HOUSEKEEPING

DETECTION

| HOUSEKEEP ING

CONVERTER -

RETRO-REFLECTORS TELECOMMAND
PANEL

il

N

23.30VOLYS/ 1 7WATTS <

Figure 4: LASSO Equipment Block Diagram
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The figure 5 gives the simplified industrial organisation of the
SIRIO-2 programme.

EUROPEAN SPACE AGENCY
EARTH OBSERVATION PROGRAMME OFFICE

S1R10-2 PROGRAMME
PROJECT MANAGER : P. BERLIN

LASSO PAYLOAD &

M1SS 10N MANAGER B. SERENE

C.N.E.S. C.N.AEROSPAZ JALE

SIR10-2 PROJECTY

LASSO OPERATIONAL
PROJECT MANAGER : M.SCHIAVON]

_PH9§§ STuDY

|
| 1

C.N.E.S. SELENIA

LASSO PAYLOAD

PROJECT MGR: P.ALBERTINOLI MDD PAYLOAD

l
| 1 I 1

S.N.1.A.S. E.M.D. LABEN C.N.E.S./
CONVERTER U. T.VIENNA
RETRO- DETECTION ELECT.TES? OPTICAL
REFLECTORS DATATION EQT. TEST EQT.
CONTRAVES HERAEUS

Figure 5 : Industrial Organisation
4.2. Details of the On-board LASSO Equipment
Retro-reflectors

The retro-reflector panel is an assembly of 98 aluminised corner
cubes which are held by a mechanical structure thermally coated and
decoupled from the spacecraft (figure 6). The panel, which is mounted
on the launch interface adaptor and aligned with the field of view of
the photo-detectors, has the following characteristics :

- weight 2,5 kg
~ dimensions 155 mm x 340 mm x 35 mm
~ minimum global efficacy : 14.

Each corner cube presents a diameter of 20 mm, with a reflection
factor of more than 75%.
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Figure 6. Mechanical Detail of the
Retro-Reflectors

Photo-detection

The detection box is located on the main platform near the skin of
the spacecraft and views through an aperture in thé solar panels.
This unit detects laser pulses and converts them into electrical
signals which are transferred to the time-tagging unit.

The block diagram given on figure 7 shows :

- the optics (one for each laser type) including interferential
filter, focusing lens and the avalanche photodiode,
- the broadband pre-amplifier (1 GHz),

~ the threshold amplifier with the AGC system.
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Figure 7 : Photo-detection Block Diagram

The main characteristics of the unit are :

) [+
- interferential filter bandwidth : 100°aA
- optical incident angle : + 10 deg

- minimum detectable power density
. ruby : 0.25 mW/cm?
. neodyme : 0.50 mwW/cm2

- false detection : one per minute

1/100

A IA

- non detection probability of a laser pulse
Time Tagging

The time tagging unit, which is time-synchronised by an ultra-stable
oscillator, clocks in the pulses coming from the detection unit.

The time events are buffered in a memory before being sampled and
transferred to the ground via the spacecraft telemetry. The block
diagram given on figure 8 shows :

~ the ultra stable oscillator (USO)

~ the clock counter (clock of minutes)
- the chronometer (0.1 nsec)

- the memory (1 kbits)
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Block Diagram

The main characteristics of this subsystem are :

uso
nominal frequency 4.804434 MHz
short term stability (100 msec) O(%§5 5_1.10-10
medium term stability (3 days) | A?F | < 5.10710
Clock and Chronometer
chronometer resolution # 100 psec
dead time < 200 psec
time tag encoding 42 binary digits
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The overall statistical accuracy (over 100 couples of events) on the
elapsed time between two events in the same time window of 70 msec
will be better than 0.5 msec.

5. THE GROUND SEGMENT

The LASSO experiment consists of a space and a ground segment with the
aim of obtaining a very high-precision synchronisation between remote
clocks at intercontinental distances and will be used in a pre-opera-
tional mission in order to demonstrate the validity of the LASSO
concept and overall performance.

In addition, the laser stations should fulfil a certain number of
requirements to participate in the LASSO experiment.

The modes of operation described here are only tentative and should
be frozen at the beginning of 1980.

5.1. Mission Duration and Duty Control

A total duration of two years for the LASSO mission is planned, with
two positions in orbit : 25°W and 20°E.

During its useful life in orbit, the LASSO experiment will perform
"working sessions” with an average duration of one hour per day.
There will be no technological constraints on the time of the day
when one or more sessions will be performed.

5.2. Mode of Operation
Each daily working session comprises 2 periods :

1st period : synchronisation of laser pulses

Synchronisation of pulse transmission of each station participating
in the session with respect to the rotation of the spacecraft, and
to other stations.

2nd period : time measurements

Due to LASSO on-board equipment, laser pulses of the various opera-
ting laser stations must arrive at the spacecraft with the time
distribution shown on figure 9.
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Figure 9 : LASSO Operation Mode

Each sequence of measurements lasts approximately 6 seconds (bound to
the minimum pulse rate of laser stations).

In each sequence a certain time slot of 5.10—3 sec. is reserved for the
arrival of the laser pulse from a given laser station to the spacecraft
(this figure is bound by the accuracy of the time of departure of the
pulse from the station and by the accuracy of the computation of the
time of transit of light from the station to the spacecraft).

Successive sequences differ one from the others since not all of the
laser stations send pulses at each sequence. This permits ground
processing by pattern recognition techniques to eventually discard
false pulses detected by the on-board equipment.

Presently another mode of operation is investigated : the asynchrone
mode.

Following each daily working session, measurements made by spacecraft
equipment and laser stations are used for data processing. Currently,
several data processing modes are under study, and before final imple-
mentation, the different principal investigators will be consulted.

5.3. Laser Stations Requirements

Localisation

Because of the necessity to correct the transit time of light from
the laser station to the spacecraft, the laser station should be
located in a common earth reference frame with an accuracy of :

- latitude : + 10" (or + 300 m)
- longitude : + 10" (or + 300 m)
- altitude : +50m
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Performance

Two conditions are imposed on laser station characteristics :

- one by the satellite detector and retro-reflector characteris-
tics,
- one by the laser station detector system.

Conditions for detection on-board the spacecraft :

In order to have sufficient energy flux to be detected on-board the
spacecraft, the laser station must deliver a sufficient energy in a
sufficiently narrow beam during a maximum time.

- If (J) is the total energy of the light in the beam during one pulse
of the laser station in Joules,
(T) is the equivalent pulse duration in nanoseconds,
(A) is the laser station beam divergence in second of arc,

- and considering the link budget from the laser station to the space-
craft, and the sensitivity of the detectors on-board the satellite,

the laser station should satisfy the performance relationship shown
in table 4 below :

TABLE 4
DISTANCE BEAM DIVERGENCE IN SECOND OF ARC
ELEVATION STATION S/C
RUBY LASER NEODYME. LASER
. I 1/2 7 1/2
90° 35786 km 9 <128 (3) 9 < 86 ()
3 1/2 3 1/2
55° 36780 km 0 < 120 (3) © <80 (3
3 1/2 3 1/2
250 39070 km 0 < 92 (E° 0 < 62 (54
5 172 3 1/2
15° 40061 km 0 < 69 (3 0 < 46 (E°

Conditions for detection of return-pulse by the laser station :

In order to detect the return pulse with the retro-reflectors on-board
of SIRIO-2 spacecraft (544 cm?2 of surface, reflexion coefficient=0.75,
efficacy = 14), the laser station should :
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(a) transmit with sufficient energy J in a sufficiently narrow beam O,

(b} collect the light reflected by the spacecraft in order to get a
sufficient number of photons on the laser station detectors.

If A (in square centimeters) is the effective area of the telescope
used to collect the light,

TR is the transmission factor of the telescope,

J (in Joule) is the energy of the laser flash,
© (in second of arc) is the beam divergence,

N 1is the number of photons collected by the telescope equipment,
and considering the link budgets from the laser station and
back to the laser station of reflection on the spacecraft,

the laser station should satisfy the relationship shown in table 5
below :

TABLE 5
DISTANCE NUMBER OF PHOTONS RECEIVED
ELEVATION STATION S/C
RUBY LASER NEODYME LASER
J J
90° 35876 km N = 13 — (T_A) N = 10 = (T._A)
2 R 2 R
S} e]
J J
55° 36780 km N = 10 — (T_Aa) N = 8 — (T_A)
2 R : 2 R
0 0
J J
250 39070 km N = 3 — (T_a) N = 3 -— (T_A)
2 R 2 R
6 S]
J J
15¢ 40061 km N = 1 — (T_3) N =0.8 — (T_A)
62 R O2 R

The number of photo-electrons detected is :

Ne N.p

(quantum efficacy of photo-multiplier).

©
1]
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Minimum beam divergence

A sufficient beam divergence is necessary for the laser station in
order to ensure that the pulse arrives at the satellite, taking into
account small errors in the satellite position (known within + 1 km).
Then the laser stations must have a beam divergence of :

© > 10" + 2 x (angular error of tracking)
Performance of time-measurement devices in the laser stations

- Laser stations participating in the LASSO experiment should permit
synchronisation with a standardised time of their zone (ex. IAT ...)
by the terrestrial means on a daily basis with a precision of about
a few microseconds.

Maximum error on the synchronisation between two laser stations
participating in the LASSO experiment should be less than 1 milli-
second before measurements by LASSO.

- Each pulse-transmitted by the laser station should be able to be pre-
programmed at TO. If T1 is the real time at which the laser pulse
was transmitted, one should have :

(TO - T1) < 1 millisecond.
T1 should be measured with an accuracy of + 0.1 nanosecond,

"a posteriori".

- If T2 is the time of arrival of the pulse back from the satellite,
it should be measured with an accuracy of + 1 nanosecond. Maximum
time elapsed from start to return of a given pulse :

270 msec > T2 - T1.
6. THE OPERATIONAL ORGANISATION

The overall possible organisation for the two-year period of LASSO
operationas is given on figure 10. '

This. diagram shows the inter-relations between four important bodies :

The Scientific Communify and the laser stations,

The LASSC experimenters and users team (LEUT),

The LASSO Coordination Centre (LCC),

The SIRIO-2 Operations Control Centre (SIOCC).
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Figure 10: Possible Organization of LASSO Operations
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The Scientific Community, supported by laser stations, will submit
to the LEUT their reply to the announcement of opportunity. After
evaluation, principal investigators will be appointed and will become
members of the LEUT for the duration of the proposed experiment.

The LEUT, attached to the ESA project group, is in charge of the
international coordination of the LASSO experiment and the establish-
ment of the utilisation schedule for the two-year life time of SIRIO-2.
During the experiment phase selection, the LEUT is a nucleus of
experts and will be enlarged afterwards by all the principal investi-
gators.

The LCC, which is the key point between laser stations, SIOCC and
LEUT, has the primary tasks to :

- exchange information with SIOCC (orbit parameters, spin phase and
speed, telemetry data),
- compute laser firing times,

- exchange information with laser stations (pointing angles, firing
times, time events, data),

- select the operational mode (synchrone, asynchrone, one way, ces)y

- pre-process scientific data and ensure the dissemination,

- create and run the data bank,

- perform special data processing (on request).

The SIOCC is in charge of the spacecraft control and monitoring during
two years under ESA's responsibility. In the frame of LASSO, SIOCC
will be intrusted with :

- performing VHF ranging,

- providing attitude and orbit data for spin phase and speed
computation,

- decoding of TM format to extract LASSO data,
- sending necessary LASSO telecommands,

- monitoring housekeeping information.
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7. FUTURE PROSPECTS

In collaboration with CNES, the ESA project group will perform some
preliminary investigations to evaluate the possibility of embarking
equipment on board European spacecraft with the goal of achieving a
0.1 nsec synchronisation-accuracy.

This evolution of LASSO might include :

a three-axis stabilised spacecraft on geosynchronous or low polar
orbits,

- a centroid detection system, self-adjustable, for laser pulse width
from 50 psec to 25 nsec, with faster photodiodes,

- a digital chronometer with 10 psec resolution,

- possibly a space-qualified rubidium or cesium standard on board.
8. CONCLUSION

The LASSO experiment on-board the SIRIO-2 spacecraft aims at proving
possibility to synchronise clocks over intercontinental distances
by means of laser stations.

The pioneering aspect of this first experiment, the small amount of
space and power available on-board, and the very tight schedule

(18 months), have led us to maintain, for the design of the on-board
equipment, relatively simple technical solutions.

In addition, the fact that SIRIO-2 is spin stabilised requires the
laser stations firing times to be synchronised with the rotation of
the spacecraft. This aspect makes the operational use of the system
more complicated; however we are examining the possibility of using
an asynchrone mode, and even a one way mode.

Taking into account the studies performed by CNES on the LASSO
experiment and the results we have had during the testing of the

breadboards, a certain number of improvements has led us to consider
a second generation of LASSO.

- o0o -
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QUESTIONS AND ANSWERS

CARROLL ALLEY, University of Maryland

There are several things that those of us who are planning to
participate in this experiment need to know a little more detail
about. One would be an explicate value for the differential
scattering cross section for the corner reflector array. Are you
able to provide that at the present time?

SERENE:
Not really. Actually, tests of the reflector are ongoing at CNES
and each corner cube will be tested and all we can say is it is a
bad one, which has a very bad, well, equivalent defraction pupil
will be rejected, but I can give you actually only value. The
only thing I can say, we ought to get a higher efficacy and to
overpass the figure of 14 we gave in this presentation.

ALLEY:
Yes. It is not 14. What is the actual cross section of individual
corner reflectors? Circular reflectors?

SERENE:
(Nods affirmatively.)

ALLEY:
What diameter?

SERENE:
Twenty millimeter. I think it is 20 millimeter diameter, the
corner cube with a circular section, yes?

ALLEY:

The second question. I have some concern about achieving even a
nanosecond precision without some form of constant tracking dis-
crimination for the received electrical signals. We have discussed
this question before. 1Is there any possibility of including that
kind of equipment on this first go?

168



DR. SERENE:

No. As I mentioned to you previously also, we are actually on a
certain time schedule which is quite tight. We have to load the
spacecraft. We are not the only passenger on-board and it will be
the subject of LASSO number two on board of another spacecraft.

DR. ALLEY:

And one more. What will be the actual, with respect to receiver,
area, including these additional objects that you have mentioned
and what is the actual threshold of detection in terms of energy
or photons for the detector?

DR. SERENE:

The threshold has been evaluated in terms of photon by something
like 3,900 for Ruby and 2,050 for Neodyme I think. We have fixed
the threshold because the threshold actually has been fixed to

20 dB as you have seen on the table for the different laser sta-
tions. Yes that is right. The number of photons per nanosecond
riding up the detection -element at the threshold is 3,900 photons
per nanosecond arriving for Ruby lasers and 2,500 for Neodyme
lasers.

DR. ALLEY:

What is ﬁhe actual resolution of the on-board event timer?
DR. SERENE:

The actual-- The official one or the measured one?
DR. ALLEY:

The resolution. Can you resolve down to a tenth of a nanosecond
or is it one nanosecond?

DR. SERENE:
Actually, I was two weeks ago in Paris where is Marcel Darseau
and the breadboard was giving on the chronometer 50 picosecond
for an average of 300 measurements. It is a statistical value.

DR. ALLEY:

What is the standard deviation of that? Do you know?
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DR. SERENE:

Not really, because actually we are waiting for the last Hewlett~-
Packard counter to be able to perform a more accurate one because
we are at the limit of the test equipment. The breadboard is
looking better than all test equipment actually available, except
this latest Hewlett~Packard counter.
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SOME IMPLICATIONS OF RECIPROCITY FOR
TWO-WAY CLOCK SYNCHRONIZATION*

James L. Jespersen
National Bureau of Standards
Boulder, Colorado

ABSTRACT

Two common methods for synchronizing remote clocks are
called one-way and two-way. Both of these methods, when
operated in the traditional fashion are subject to a
number of difficulties related to propagation perturban-
ces. This paper points out however, that under certain
circumstances, these difficulties can be circumvented
for the two-way scheme. This possibility is explored
theoretically, in some detail, with respect to the
Loran-C navigation system.

*Contribution of the National Bureau of Standards, not subject to
copyright in the United States.
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INTRODUCTION

Radio signals are commonly employed to compare clocks at remote
locations. The two most commonly used schemes are called "one-way"
and "two-way." In the one-way scheme a signal is transmitted from
location A, where clock A is located, to location B where clock B
is located. The time, TAR? it takes the signal to travel from A
to B depends upon the signal path distance, d, between A and B and
upon the average signal speed, s, over the path. Or in simple
mathematical terms

AR = d/s. 1)
To accurately compare the clocks it is necessary to know TAR Al-
though 1) is mathematically simple its determination in the "real
world" can be very difficult. There are a number of reasons for
this. First, the signal may not travel a "Tine-of-sight" path
between A and B. If the signal, for example, is ionospherically
propagated the actual signal path is a complex function of the
distribution of electrons in the ionosphere. Second, the signal
speed may change along the path. Again, in the ionosphere, the
signal speed is a function of electron distribution. Third, the
signal may change its shape during propagation. This means that
the point on the signal wave form that is "tagged" as the time
reference point as the signal leaves A may be "washed out" by the
time the signal arrives at B. Fourth, it is necessary to accur-
ately know the geographic locations of A and B.

The first three factors are usually discussed in terms of:

1)  homogeneity of the medium;
2) isotropy of the medium;

and 3) frequency dependence of the medium (dispersion).

As mentioned earlier the ionosphere is not homogeneous because its
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electron density changes with height, which leads to non-constant
signal speed and to complicated signal paths. Furthermore, the

propagation medium may be non-homogenous in the sense that it

contains irregularities which scatter the signal. Thus, although
only one signal is transmitted from A, several signals may arrive
at B via several different paths.

Because of the presence of the earth's magnetic field, the iono-
sphere is also non-isotropic for radio waves. In general, this
means that the signal speed and the attenuation of the signal
depend upon direction of propagation. Finally, for radio waves,
the ionosphere is frequency dependent because the signal speed
depends upon signal frequency. This effect is usually referred to
as frequency dispersion of the signal. A1l three of these factors
lead to shape distortion of the signal, illustrated schematically:

_L PROPAGATION M

SIGNAL IN MEDIUM SIGNAL OUT

4[1]

detail. These treatments are highly mathematical, and I shall

Sommerfel and others have considered dispersion in considerable
only briefly sketch the main results of these investigations.
First, some very small part of the signal travels with the speed
of Tlight independent of the dispersive properties of the medium.
This part of the signal called the "Sommerfeld precursor" is quite
weak and oscillates very rapidly. A short time later the "Brillouin
precursor" arrives with greater amplitude and longer duration.
Finally, depending upon the structure of the transmitted signal
and upon the detailed dispersive properties of the medium, the
signal settles into some steady state value. The Sommerfeld and
Brillouin precursors have been experimentally verified in the

(2}

no one has investigated the possibility of using them in timing

laboratory at micro-wave frequencies, although to my knowledge

and navigation systems.
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TWO-WAY MEASUREMENTS

To avoid some of the difficulties discussed in previoué paragraphs,
it is sometimes easier and perhaps even necessary to measure TAB
when one wants to make a clock comparison. Usually a "two-way
scheme" is employed to measure T,p in the following way. As in
the one-way method, a signal is transmitted from A which arrives
some time later at B. At the instant the signal arrives at B (or
after some known delay time), it is returned to A. To determine
the round trip path delay between A and B, an observer at A notes
the transmission and reception times of the signal at A with
respect to the clock at A. If the propagation medium is isotropic,
then path delay reciprocity can be assumed; that is, the path
delay from A to B equals the path delay from B to A. Thus, TR T
(roupd trip delay)/2.

This approach alleviates two problems. First, it is not necessary
to know the geographic positions of A and B, and second, it is not
necessary to know average signal speed. The disadvantage is that
transmitting and receiving equipment are required at both ends of

the path. There may also be a problem due to dispersion. If the

signal arriving at B is a distorted version of the one transmitted
from A, then it is no longer clear when the time reference point

has arrived at B so it can be "reflected" to A. Similarily, the

signal traveling from B to A will be distorted so there is again

the problem of determining signal arrival time at A.

The problem of signal shape distortion can be considered from a
somewhat different point of view. As stated above, if reciprocity
holds and if there is no signal shape distortion, then the observer
at A, using the two-way method, can determine the one-way path

delay TAB from A to B. The concept of signal delay, T,qg, involves
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the notion of average signal speeds and path distance (as shown
explicitly by equation 1). The two-way measurement only provides
TAR that is, it only provides the ratio of distance d to speed s.
If either d or s is known by some independent means then the
other quantity can be determined.

Consider the case now where there is some definite known path
distance d, say a line of sight path, but there is dispersion
along the path so that a distorted signal arrives at B and the
return signal also arrives distorted at A. In this case, TAB
cannot be measured, so no meaningful value can be assigned to s,
even though d is known. We could say that the notion of signal
speed or "group" velocity, as it is usually called, has failed.
In a similar fashion suppose that there is not dispersion, but
there are many irregularities in the path which scatter the signal
so that although only one signal is transmitted from A, many
overlapping but similarly shaped signals arrive at B. Again the
composite signal at B is a distorted version of the one that left
A, so that no meaningful arrival time can be assigned. For this
case, s has a definite value (assuming isotropy), but d is not
meaningful since no single path is involved. If a single path can
be isolated (e.g. the Loran-C ground-wave signal), then the problem
can be resolved.

Suppose now that TAB cannot be meaningfully determined by the
two-way method, either because of signal shape distortion or
because of a multitude of paths, or perhaps both. Are either one
~of these conditions sufficient to destroy the utility of the
two-way scheme? That is, is the notion of definite path delay,
TAR? and definite average group ve]o;ity, s, hecessary for the

two-way scheme to work?
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Let's consider the following situation. The propagation medium
between A and B is both dispersive and non-homogeneous, but iso-
tropic. That is, the signals propagating between A and B are both
dispersed and scattered identically in both directions because of
isotropy. Suppose similary shaped signals are launched simulta-
neously from A and B. The signals arriving at A and B will have
identical shapes, though very different from the transmitted
shapes, and further, both signals, since they were launched simul-
taneously, will fluctuate in amplitude and phase identically as a
~function of time at A and B. If the signals are not launched
simultaneously (and if the propagation medium remains constant
with time), then the two signals arriving at A and B will still be
identically shaped, but displaced in arrival time by an amount
that is just equal to the difference in launch times of the two
signals.

Thus, all that is required to compare the clocks at A and B is to
determine the amount of time displacement of the two signals in
spite of the fact that the notions of group velocity and definite
path delay have no meaning. Thus, isotropy (with the two-way
scheme) is the only condition required to compare clocks. Homo-
geneity and dispersioniess media are not required.

This fact does not seem to have been explicitly pointed out before,
perhaps because of the intimate association between timing and
navigation systems where the notion of path delay is critical.

In summary then, if the medium is despersionless, isotropic and
homogeneous, the notion of path delay can be employed and the

two-way scheme may be employed in the usual way. However, if the
medium is dispersive and non-homogeneous, the two-way scheme can
still be used if the received signals at the two ends of the path
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are brought together to determine their difference in arrival
time. In fact, we'might say that bringing the records together is
the extra price we must pay to remove the dispersion and non-homo-
geneity problems.

A practicaT implementation of this procedure would be to sample,
at high rate, and store on magnetic tape, the amplitudes of the
two received signals as a function of time with respect to the
clocks at A and B. The tapes éou]d then be brought together and
lag cross-correlated to determine the clock offsets.

LORAN-C

Loran-C is the backbone of the system for international clock com-
parisons. Loran-C has the advantage that its signals are pulsed
so that ground wave and sky-wave signals can be separated if the
observer is sufficiently close to the Loran-C transmitter. However,
at distances beyond several thousand kilometers, the ground wave
weakens relative to the sky wave signal and the difference in

arrival time between the sky and ground wave signals becomes small
so that it is difficult to separate them. Even at distances where
the separation can be made, international clock comparisons are

compromised by the fact that the ground wave delay is subject to
an annual variation with a magnitude of about one microsecond at
sites as far removed as the NBS time scale in Boulder, Co]orado.[3]

The discussion in this paper suggests that more accurate clock

comparisons could be made if Loran-C were employed in a two-way

mode. First of all, variations in path delay (annual or otherwise)
cancel out. Second, it is not necessary to separate the ground

and sky waves if the cross-correlation technique is utilized.

Third, the Loran-C sky wave has been detected at distances exceeding
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5 thousand ki]ometers,[4] so it would not be necessary to "bridge"
large distances by intercomparing observations of Loran-C signals
which were all within "groundwave" distance of each other. Fourth,
to improve signal to noise, the signals could be averaged for long
periods of time at both ends of the path, since signal path delay
variations have no effect on the cross-correlation determination
of clock offset.

Strictly speaking, for the two-way measurements, the observers at
both ends of the path should be co-located with the transmitting
antennas at A and B, but as a practical matter, this is not possible.
However, other measurements[s] suggest that the observer could be
as far as a few kilometers from the transmitting antenna before
any significant difference forward and return in the propagation
paths developed. Another difficulty related to being near the
transmitter antennas, is that the transmitter signals might inter-
fere with one's ability to receive distant Loran-C signals.
However, because of the short pulse width of the signals, it
appears[G] that gating procedures can be developed which will
solve this problem. |

The primary point that remains in question is the degree of an
isotropy for Loran-C sky-wave signals. As stated earlier, the
presence of the earth's magnetic field in the jonosphere makes it

7]

preliminary calculations have been made to determine the degree of

anisoptropic. Using a procedure developed by Johler, some
anisotropy for Loran-C sky waves. Table I shows the results of
these calculations for both local noon and local midnight at the
mid-point of the path. When the observer is far enough from the
transmitter station so that the signals reflect from the ionosphere
at grazing incidence, i.e., at or exceeding 2000 kilometers, the
table shows during the daytime that the path delay non-reciprocity
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at 100 kHz is 49 nanoseconds for east-west propagation and 3
nanoseconds for north-south propagation. At night, the non-reci-
procity amounts to 190 nanoseconds for east-west propagation.

[8]

greater non-reciprocity at night.

Other related calculations suggest that one can always expect a

Based on these results for grazing incidence, if the non-reciproc-
ity component of the 100 kHz signal delay is ignored, the error in
the two-way clock comparison would be half the total non-reciproc-
ity or about 25 nanoseconds.

Of course these calculations depend upon a particular model of the
jonosphere. However, as long as the signals reflect from the
ionosphere at grazing incidence, I do not anticpate that the
degree of non-reciprocity will be particularly sensitive to the
details of the ionospheric mode].[g]

The table also shows that as the observer's distance to the Loran-C
transmitter decreases the degree of non-reciprocity increases.
This is probably due to the fact that, at shorter distances, the
signal penetrates more deeply into the ionosphere during the
reflection process, so that the signal path through the non-iso-
tropic portion of the total path between A and B increases. My
preliminary conclusion from these calculations is that two-way
Loran-C comparisons should be made during the daytime over dis-

tances large enough for grazing incidence to hold.

It should be emphasized that these calculations apply only to the
100 kHz Fourier component of the Loran-C pulse. To determine in
detail what happens to the entire pulse during propagation, re-
quires making similar calculations for all of the significant
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Fourier components of the pulse and then adding up these compon-
ents with the proper phases at the observer's location. In addi-
tion, the degree of attenuation of the amplitudes of the Fourier
components during propagation is also a function of Fourier fre-
quency and propagation directions. Therefore, a complete analysis
of what happens to the Loran-C pulse during propagation must take
into account both amplitude and phase delay variations as a func-
tion of direction and Fourier frequency.

"The advantage of such an analysis is that the full energy in the
pulse at all Fourier components can be used. Such calculations
are now under way and will be reported in a Tater paper.

As a final point, since the procedures discussed here imply that
clocks comparisons in the tens of nanoseconds range be accomplished,
relativity effects cannot be ignored. For example, in the east-west
direction at 40° Lat., over a distance of about 4000 kilometers,
non-reciprocity due to relativistic effects amounts to about 10

nanoseconds.[lo]
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TABLE ]
THEORETICAL CALCULATIONS OF NON-RECIPROCITY

LOCAL TIME OF DAY

DISTANCE AT MID-POINT OF PATH | NON-RECIPROCITY
KILOMETERS| DIRECTION | FREQUENCY HOURS NANOSECONDS
2000 EAST-WEST 100 kHz 0 190
" " " 12 49
1500 " " 285
1000 ” " 360
" ” " 12 67
800 " " 0 458
g " " 12 86
700 "’ "’ 0 427
" " " 12 129
600 ” " 12 343
2000 NORTH-SOUTH " 12 3




QUESTIONS AND ANSWERS

DR. STEIN:
Any questions?
DR. VICTOR REINHARDT, Goddard Space Flight Center

What practical method do you propose to compare the two signals?
What correlation scheme do you think would be best for Loran-C
signals?

DR. JESPERSON:

I think-- We have been considering several things. One of them is
to maybe do something like the VLBI people do, put something on
tape so we can bring the tapes together and do a lag cross cor-
relation scheme between them.

So, we haven't gone into great detail yet, but some scheme
of that sort.

DR. REINHARDT:

You then propose to look at the analog signals rather than measure
the phase at zero crossing?

DR. JESPERSON:

What I would like to do is sample at a very high rate so we could
get the whole signal. Then once we have got it we can do anything
to it. We can Fourier analyze it and say pick out the 100 kilo-
hertz component and look at the phased bit, and we can pick out
all the other Fourier components and we can see then, in detail,
how those components are matching up to our theoretical notions

as to what should happen.

DR. REINHARDT:
Thank you.

DR. LESCHIUTTA, IEN, Turin, Italy
Thank you. The Loran-C is usually a one-way system, but in one
case it is a two-way system. I refer to use made by the Loran~C
station to control each other making reception time with the

pulses coming from the other stations participating in the same
network. And I am wondering if you think that if the data were
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available, it would be available, I mean, in order to correct or
to compensate some of the problems found across the Atlantic Ocean
in order to correlate the clocks from both sides of the ocean?

DR. JESPERSON:

Yes. That is obviously one of the things that we are thinking
about here that instead of using the ground wave over a number of
short hops to span the Atlantic Ocean, in fact, one could use a
one~hop sky wave essentially. Yes. That is one of the impli-
cations, I hope, of the work we are doing. As I say, it hopefully
does away with some of the seasonal problems too, because whatever
the seasonal part is, it disappears because you are not looking at
the ground wave and even if there is some seasonal effect in the
ionosphere, that also drops out.
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EVOLUTION OF THE INTERNATIONAL ATOMIC TIME TAI
COMPUTATION
Michel Granveaud

Bureau International de 1'Heure - Paris (France)

ABSTRACT

The International Atomic Time TAI is a worldwide

time reference. Its computation has changed during
the last 10 years. Further changes would essentially
depend on the improvement of the atomic clocks.

The International Atomic Time TAI as computed by the Bureau
International de 1'Heure (BIH) is a worldwide time reference offi-
cially adopted in 1971 fl] . It has been made available for the scien-
tific community for 24 years. The time signals transmit Univer-

sal Time Coordinated UTC which is closely related to TAI. The TAI
computation has involved atomic clocks, comparisons between the
clocks and mathematical algorithms. It is intended to outline the
main recent changes concerning the above three points and to have a
look to some future possibilities of computing TAI.

Atomic clocks

The computation of TAI has been performed from the data of cesium
clocks*. Some significant modifications, quantitative as well as
qualitative, must be noted in the devices involved in it over the

last decade as shown by the Figure 1. In 1962, about 45 commercial
cesium clocks entered this computation, all of them being manufac-
tured by the Hewlett-Packard company-models 5060A and 5061A-. The
Hewlett-Packard option 4 clocks were introduced into the TAI clocks
ensemble at the end of 1972. Then the introduction of the Oscilloquartz

* Data from other devices with cesium comparable performances
could be used. '
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cesiums -model OSA 3200- led to an interesting deversification of this
ensemble. Nowadays, in 1979, TAI is composed of about a hundred
cesium clocks. On the other part, three laboratory cesium clocks
have been used in the computation of TAI: the NRC-CsV of the
National Research Council since May 1975 [2], the NBS-4 of the
National Bureau of Standards since the end of 1975 [3] and more re-
cently the PTB-CS1 of the Physikalisch-Technische Budesanstalt [4].
These clocks offer at the same time * very good stability for sam-.
ple times up to several months and excellent accuracy.

Time intercomparisons between clocks

The time intercomparisons between distant clocks play an important
role in the computation of TAI. In 1979, as 10 years before, the
LORAN system ensures the connection between the clocks of various
laboratories ; so the international time TAI appears strongly depen-
dent on the qualities and defects of this system. The LORAN trans-
missions delays change with respect to time and they have to be
calibrated from time to time by the clock transportations results.
The US Naval Observatory carries out most of these transportations,
especially between America and Europe ; it allows to limit the
inaccuracy of the LORAN time comparisons down to about 1 micro-
second, the precision being of the order of 300 nanoseconds or
better. Many experimental time intercomparisons were performed
during the last decade using satellites [5]. The NTS campaign
results [6] showed interesting promises for the Global Positioning
System; an inaccuracy of less than 100 nanoseconds is expected.

Some precise time comparisons were performed between 2 or 3 labo-
ratories through the satellites ATS-1 [7], Hermes and Symphonie

[8]; precisions up to a few nanoseconds were obtained on a regu-

lar basis. As soon as precise time comparison results via a
satellite system are routinely available, they will be used to
compute the TAI.

Computation of TAI

From 1969 till 1979, the TAI computation was concerned with two
main concept changes. The first one took place in 1973 as a conse-

*The NBS-4 works either as a clock or as a frequency standard.
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quence of the 1972 Consultative Committee for the Definition of the
Second (CCDS) meeting. A new TAI algorithm was implemented
where each clock participates with a weight which is a function of

its past and present frequency* . On a practical point of view, the
mean frequency of each clock over a two-month interval is compu-
ted with respect to TAI ; and the weight of a clock is proportional

to the reciprocal of the variance of 6 mean frequencies : it takes

into account the changes of frequency or, generally speaking, the
short term instability of the clock. The other change is concerned
with the accuracy concept., The laboratory cesium standards give

the best realization of the SI (International System) second. Their im-
provement has been quite remarkable during the last decade; in 1976,
their accuracy capability was of the order of 1 x 10~13 or better

and three laboratory cesium standards at NBS, NRC and PTB agreed
that the frequency of TAI was too high by 10-12, The International
Astronomical Union, in 1976, recommended that the TAI frequency
be corrected by exactly - 10 x 10-13 on 1977 January 1. This adjust-
ment was made and was the first direct input of the laboratory stan-
dards on TAI

Taking into account the uncertainty of 1 x 10-13 of the laboratory
standards and the possible change of the TAI frequency by 1 to
2x10-13 per year (already observed) if TAI is solely based on
commercial cesium clocks, one comes to the conclusion that rather
frequent adjustments of the TAI frequency could be required in order
to avoid significant errors. It was recognized that a frequency
steering by frequent small adjustments (of the same order as the
variations which can be expected from random noise) were better
than noticeable corrections at less frequent intervals. The imple-
mentation of the steering was recommended by the Consultative
Committee for the Definition of the Second in April 1977 and it was
immediately put into effect.

The current computation of TAI results from these concepts and is
carried out in two steps as shown by the Figure 2. The first step
introduces the short term stability concept. The algorithm ALGOS
computes a ''free' time scale from the data of the cesium clocks
running independeatly from each other. The second step introduces
the accuracy concept. Starting from the laboratory cesium standards

*the term frequency is used instead of normalized frequency
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a frequency reference is obtained through the algorithm A. The
inaccuracy of the '""free' time scale is measured with respect to

the reference and is partially corrected through a defined procedu-
re. The correction of the inaccuracy leads to an improvement of the
long term stability. The choice of the correction procedure is im-
portant to avoid any stability deterioration of the "free' time scale.

From now on

A worldwide time reference must be a) available for the users - b)
reliable so that it is not upset or stopped by any local incident -
c¢) stable for any sample times, i.e. uniform - d) accurate with
respect to the SI second. The fulfillment of these qualities is
strongly dependent on the clocks which are or could be involved in
the TAI computation.

The current situation is given by the Figure 3. A hundred commer-
cial cesium clocks contribute mostly to the availability, reliability
and short term stability while the accuracy and long term stability
are ensured by the 3 laboratory cesium clocks and 1 laboratory
cesium standard. Development of new laboratory cesium clocks,
such as the NRC-CsVI ones, is in progress. They are the first
metrological devices for specific time purposes featuring stability
and accuracy qualities. It could be imagined that a new situation for
the TAI computation would arise when a large enough number -may be

6?7 - of such units would be running in various laboratories. It
would be wise to utilize these devices to fulfill the stability and
accuracy qualities as shown by the Figure 4. The commercial cesium
clocks would ensure the availability and the reliability of TAI.

Another potential situation would appear if some clocks were deve-
loped whose stability in a limited range of sample times would

be better than that of the cesium clocks -it could be, for example,
H-masers (passive) [9]-. In this case, the qualities of availability
reliability, stability and accuracy would be fulfilled by three various

 kinds of clocks: commercial cesiums, superstable clocks and labo-
ratory cesiums as Figure 5 indicates. There would be a clear
similitude between this last situation and the current one.
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The TAI results from the combination of the data of atomic clocks
and/or standards. In the past decade, two changes occurred coming
first from the algorithm itself and then from the introduction of the

laboratory cesium standards data. Different modifications are
possible in the future.

References

[1]
[2)

2]

[4]
5]
L¢]

7]

Lsl

14th General Conference for Weights and Measures, 19 (1971).

Mungall, A.G., Costain, C.C., "NRC CsV Primary Clock
Performance', Metrologia, 13, 105 (1977).

Hellwig, H., Bell, H.E., Bergquist, J.C., Glaze, D.J.,
Howe, D.A., Jarvis, St. Jr., Wainwright, A.E.,, Walls,
F.L., "Results in Operation Research and Development of
Atomic Clocks at the National Bureau of Standards', 9th CIC
A 1.7 (1974).

Becker, G., "Das Cé4sium -Zeit und Frequenznormal CS1 der
PTB als Primdre Uhr'", 10th CIC, A 1.5, 33 (1979).

14th Plenary Assembly of CCIR, Vol VII, 52 (1978).

Buisson, J., McCaskill, T., Oaks, J., Lynch, D.,
Wardrip, C., Whitworth, G., "Submicrosecond Comparisons
of Time Standards Via the Navigation Technology Satellites
(NTS)", 10th PTTI, 601 (1978).

Saburi, Y., Yamamoto, M. and Harada, K., ''"High precision
time comparison via satellite and observed discrepancy of
synchronization', IEEE Trans., IM. 25, 4, 473 (1976).

Costain, C.C., Boulanger, J.S., Daams, H., Beehler, R.,
Hanson, W., Klepczynski, W.J., Venstra, W., Kaiser, K.,
Guinot, B., Azoubib, J., Parcelier, P., Fréon, G.,
Brunet, M., "Two-way Time Transfer via Geostationary
Satellites NRC/NBS, NRC/USNO and NBS/USNO via Hermes

and NRC/LPTF (France) via Symphonie', 11th PTTI, in this
publication.

189



[9:‘; Hellwig, H., "Future Development of Atomic Clocks'",
B Séminaire sur les Etalons de Fréquence, leur caractérisation
et leur utilisation , Besangon (France), 14.1 (1979).

190



161

NUMBER OF CS CLOCKS

NN

100

50

OSA 3200
HP 4
HP

HP < OSA 3200

-
—

>

PTB-CS1

1969

YEAR

Figure 1. The Clock Ensembles of TAI in 1969 and 1979 are Shown and the Introduction of the New CS
Clocks, Commercial and Laboratory. The Abbreviation HP 4 Means Hewlett-Packard Option 4 and OSA
3200 is the Oscilloquartz Model 3200.




26l

Lab'oratory Algorithm Reference
cesinm A frequency
standards a
11 T t
Atomic Algorithm free” time
clocks ALGOS scale

Inaccuracy Correction
correction |j=-Pm-4 procedure
‘r

——— — — ————

Two Steps of the Computation

Figure 2. Schema of the TAI Computation in 1979. The Numbers 1 and 2 Refer to the



100 r AVAILABILITY

commercial cs clocks

1 RELIABILITY

STABILITY

lap. c¢s clocks (short term)

(
ACCURACY

lab. cs std -__"> 1 STABILITY

(long term)

Figure 3. Current Computation of TAI. The Links Between the Available Devices and the
Qualities Which are Looked for TAI are Shown. A Wide Line Indicates an Important
Connection.
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Connection.
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QUESTIONS AND ANSWERS

DR. STEIN:

You made the distinction between, I think, what you called the
laboratory cesium standard and, a laboratory cesium clock. Is
that intended to represent the difference between a device which
runs all of the time and a device which runs only a small fraction
of the time?

DR. GRANVEAUD:
Yes.

DR. STEIN:
In that case I think it is probably important to add to your view
of the future the fact that the kinds of developments that are
going on right now in the cesium standard area will result in
devices with full accuracy that is achieved without any inter-
ruption in the operatiom.

DR. GRANVEAUD:

Yes.
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HYDROGEN MASER IMPLEMENTATION